
ISEA2023 — SYMBIOSIS 281

Disembodiment in VR:
Immersed in 3D Audio

Experiences

Dimitris Batsis1, Magdalini Grigoriadou2,Katerina ElRaheb3, Archontis Politis4
Affiliation (s) 1Postdoctoral Researcher, Department of Fine Arts and ArtSciences,University of Ioannina 2Postdoctoral Researcher, Laboratory ofEnvironmental Communication andAudiovisual Documentation (LECAD),Department of Architecture, University of Thessaly 3AssistantProfessor,Department of Performing and Digital Arts, University of the Peloponnese,Assistant Professor,Tampere University, Department of Computing Sciences

Location, Country 1Ioannina, Greece 2Volos, Greece 3Nafplio, Greece4Tampere,Finland Contact Emails 1dbatsis@uoi.gr 2mgrigoriadou@uth.gr3k.elraheb@uop.gr4archontis.politis@tuni.fi

Abstract

In this paper, we discuss the notion of disembodiment as a driving force of inspiration inartificial systemsusing Virtual Reality (VR) and 3D audio technologies. In theseenvironments, immersion is the common denominatorbetween the impression ofdisembodiment, which involves spatial ability, and the auditory perception fromtheperspective of creative binaural input. Our research focuses on three public artisticvirtual reality works asexamples of sound-driven immersive virtual experiences. Throughinterviews with the contributors, we explore theway that disembodiment can serveimmersion in VR and how binaural audio improves those experiences. As thebodybecomes virtual, the lines between real and imaginary are redefined and recreated,altering the sense of bodyownership and oscillating between embodiment anddisembodiment sensations. Ultimately, we intend to exploreimmersion on a theoretical andphilosophical basis, where the body is perceived as the mediator, a phenomenon,and anextension of binaural reality and hyperreality.
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Immersed Body in VR
Environments: Auditory Wanderer

In contemporaneity, immersive digital worlds create anexperimental background that consists of body-movementinterconnections and augment ourexperiences with innovative oneiric fluctuations.Immersive environmentsprovide a dynamic context forinvestigating the relation between interactionengagement types and disembodiment,focusing onmulti-sensorial stimuli.
The sense of immersion is in fact the definition of VirtualReality; in particular, the feeling of being presentin thevirtual environment simulates the sensation of thephysical space, generating an illusion of presence inthevirtual world 1. The embodied hybridization between thephysical and digital body-avatar is a result ofthe induced
immersion due to alternative optic and acousticenvironments. According to recent research in a varietyofcontexts, the senses of embodiment, body movement,and body ownership, i.e., being represented by anavatar or avirtual body that feels like it is the user’sbody, as well as agency, orientation, and self-location,play an important role in amplifying the illusionof immersion in the VR experience 2.
In order to analyse disembodiment in VR, we shoulddelineate the concept of embodiment. We coulddefineembodiment as a phenomenological elementwhere the body - digital or physical - is part of thecognition andperception of the world. Embodiment as aterm includes diverse notions: the sensorimotor state ofa body, itsdimensions and geometries (its morphology),and the mental representation of it in the overallperception ofreality. Grabarczyk and Pokropski refer tothe subtle issue of embodiment in VR as something"hard to imagine(let alone design) a truly disembodiedVR experience" 3. This is the reason that the duality ofthe embodiedand disembodied condition is vital andinseparable in the VR experience; it is a lived emotionthat changes backand forth from one feeling to anotherinterdependently.
Although it is not totally demonstrated, the relationbetween embodied cognition, simulation modes, andimmersioncan provide a fertile speculative perspectivefor researching VR environments. In our investigation,digitalartists, especially those who work with sound ormusic, have explored a more metaphoric meaning ofimmersion inVirtual Reality. Despite having a virtual bodyrepresentation that feels like it is our own, embodiment

comesfrom the affordances of interacting with theenvironment, as defined by Gibson’s theory ofecologicalapproach in perception 4.
Interestingly, in this metaphoric mode, immersion issometimes more connected with a sense of a moredream- like,surreal feeling of disembodiment," such asthe sensation of falling1. In this mode, the swingbetweenembodiment and disembodiment is shifted from thevisual representation of the virtual body to theauditoryand kinesthetic perceptual terrain. This inherentcontradiction between embodiment anddisembodimentbreeds a disconnect or mismatchbetween the experiences that the physical body and thevirtual body are havingat each given time (i.e., the VRenvironment simulates that my body is flying, falling, orfloating, yet mykinesthetic senses indicate that I am not,which is registered as a disembodied experience).
The recreated soundscape shifts unmeasurable andintangible qualities along with the wandering that occursin thevirtual reality environment. In the followingparagraphs, we will attempt to emphasise theimportance of 3Daudio as an immersive factor duringthe stage of disembodiment in the VR experience.
Two Ears – Three Dimensions in

VR

In our effort to explore how disembodiment is perceivedand how binaural2 audio improves immersion inVRexperiences, it would be useful to refer to binaural audioas the most widespread and accessible version ofvirtualenvironments’ sound today, delivered to the userthrough a normal pair of headphones.Alternativetechnologies such as wave-field synthesis 6or higher-order ambisonics3, 7 using tens or hundredsofloudspeakers and typically associated with largeprojection or cave systems are not considered here, duetotheir extreme technical and hardware requirements.
Even if it dates back to the late 1800’s, binaural audiobecame the object of intense research during the'90s8,9 along with a wider early boom in immersive mediaand virtual reality research. The applicationfocus at thetime was driven mainly by the transmission ofinformation to the user through immersion intosimulatedenvironments for engineering, scientific applications,audio-only spatialized4 sonificationof data 9, orauralization of simulated acoustics 10. Research onbinaural technologies has continuedundiminished eversince 11. At present, binaural audio is the dominantimmersive audio technology in VirtualReality
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applications, combined with a highly visually stimulatingenvironment. In this mode, 3D audio enhancestheeffectiveness of a VR experience significantly, filling outthe sensorial gap that has been created bythestereophonic method. For 3D vision, there is now 3Daudio included in one experience.
A three-dimensional sound environment provides anengaging experience for one to several participantswithin oneVR environment. 3D sound is synthesised bysimulating spatial cues in natural hearing. In 3D audio,thedepth-of-field of the recreated soundscape changesdramatically, providing a better correlation withtheacoustics of the virtual space. Binaural audio, whichuses HRTF (Head-Related Transfer Function), is aresponsegiving the impression that sound is comingfrom a particular point in space.
Basically, it is a transfer function that shows how asound from a specific direction is modified acousticallybythe head and shape of the ears before reaching theeardrum (generally the outer ear) 12. Essentially,thevirtual acoustics are integrated with binaural deliveryin modern audio engines in one step: e.g., thereverbcorresponding to the virtual space is calculated inreal-time, based on the position of the sound source,andthe listener. Then, each echo path is spatialized(binaurally) through its own HRTF for the correspondingechodirection with reference to the listener. After theinitial distinct echoes, later room reverberationbecomestoo random for each echo to be spatializedseparately, and the respective binaural signals areapproximated“on average” to have the right spectrumand timbre depending on the overall reverberationprofile ofthe room. Early and late reverberant binauralsignals are finally summed together by the algorithm.The binauralfiltering in itself has no capability to imprint"depth-of- field"; it only imprints directional cues totheaudio (where the sound is coming from, not how far itis). The combination, however, of the binauralfilteringand the spatial reverberation gives us strongcues of distance: how far or close sound sources are.Thissimulation reinforces the immersive audioexperience and occasionally gives the participants theimpression thatit is identical to the physical space thatthe soundscape was recorded in. Thus, through theaddition of 3Daudio, the feeling of presence in space ismagnified, increasing the impact and profundity of a VRexperience13.
The revival of binaural audio is justifiable if we think thata 3D audio environment fits in a virtual soundspace.Audio in VR is gradually becoming established inacademia through a variety of applications (e.g.,gaming,media arts, and production), either in the form of

specialised audio tools or as part of VR engines suchasUnity or Unreal Engine. This approach is effective to agreat extent regarding the full-body reception ofsonicstimuli that propagate in physical space. Theparticipants travel through a 3D visual setting; thebodybecomes a mediator of potentiality andmultiplication, while 3D audio intensifies the immersiveexperience.It could be argued that VR that does notinvolve 3D audio but some non-immersive, non- spatiallycoherentversion in tandem with the visuals, such asstereo, actually degrades immersion 14. At this point, itwould bewise to think of 3D audio as an alternativeoption that deserves to be explored in artistic VR works.
Three VR works – Three

Perspectives of Sonic Immersion

While exploring the various modalities in which 3D audiois utilised in VR works, we were drawn to EvolverbyMarshmallow Laser Feast, The Jellyfish by MélodieMousset, and Space Walk by Andrea Mancianti,Sebastian
J. Schlecht, Vesa Välimäki, Riku Jarvinen, and Esa Kallio.These three works5 introduceimmersion by utilisingsound in different ways. In our effort to bring to thesurface the connections between 3Daudio, immersion,and disembodiment, we follow a speculative approachby collocating these three works withinthe “audio in VR”context. The triptych of 3D audio, immersion, anddisembodiment is investigatedbelow on a reflective levelfor further research. Therefore, it is necessary topresent the works from ananalytical and technical pointof view so that the context in which this investigationtakes place is as clearand concise as possible.
Evolver: A Virtual Reality of Life and Breath byMarshmallow Laser Feast (2022) is a large-scale VRworkthat involves a list of contributors from a variety ofbackgrounds: Marshmallow Laser Feast, anexperientialcollective based in London, is behind theproduction, which is usually inspired from theintersection ofscience, art, and technology. Theycreated the project in an attempt to take us on a dream-like trip into thedepths of human existence. An in-breathis visualised as it travels into the human body, which isscaled up toseventy feet. The vascular system becomesa dendroidal ecosystem that follows the cycle ofrespiration. Theexploration of the self occurshypodermically, where the oxygenated, constant bloodflow forms river deltas,ripples, and whirlpools, leading toa single “breathing” cell 15. The concept emphasises theideaof breath, life and nature, interconnecting each of
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Figure 1. Screenshot from Evolver experience ©Marshmallow LaserFeast.

Figure 2. Screenshot from The Jellyfish experience© MélodieMousset (HanaHana),Edo Fouilloux and Christian Heinrichs.

those elements with the cycle of respiration, afunctionthat is given an ontological dimension. Theinterdependent connection between humans and thenatural world isevident as the human cardiovascularsystem resembles an extensive branching system in fulldetail. It couldbe said that the participant enters into anendless network that looks like a human ecosystembuilding, “agiant branching human 100 feet tall with thesize of an oak tree”6.

Through Evolver, a single breath transcends the visitorto realms of human existence never experiencedbeforewhile maintaining its significance as an integralpart of our world. The participant is immersed in thejourneyof oxygen flow through the body as it becomes adin of tiny particles that formulate patterns that weencounterin nature, like mycelium, pollinators, andbacteria. More details regarding the sonic part of thework will beaddressed below in the next chapter, wheremembers of Marshmallow Laser Feast describe thedesign, process, and3D audio implementation. TheJellyfish (2021) is an artwork that invites the participantto sink intoan imaginary underwater state. In this VRwork, Mélodie Mousset (HanaHana), Edo Fouilloux, andChristianHeinrichs introduce us to glowing lifeforms whoare beckoning for the participants to sing with them. Inthisghostly marine setting, the glowing jellyfishesbecome the medium, an instrument that the participantcandevelop and use in order to establish acommunicative model. The audience dives into the deepwaters of theirconsciousness and interacts with thejellyfishes. The involvement of the participant in thissoundscape ofserenity is a major element thatemphasises the immersiveness of the aquaticenvironment. If the participantlooks at one of thecreatures, then they approach him, getting closer andtrying to make contact. Eye contact,which is a basicfactor of communication between animals, is perceivedby the artists as a compositional tool, away to convey anaturalistic feel to the work. The participant’sgaze triggers the jellyfishes tocome closer to them andestablish a connection.

Moreover, gross tactile-kinesthetic cues generatesensations which present in the work as the jellyfishmovesaccording to the participant’s head and bodymovements. The body becomes a perceptual frame ofreference,a reference point according to which thedistances of objects are measured. Nevertheless,perception of thehuman body may vary at times, whichmight be an inconsistent factor for the design of VRapplications. The waythe environment is perceived is assubjective as the perception of one’s own body. Thisidea isinterpreted in the artwork where the jellyfishmirrors the participant’s actions and it traces thebody,suggesting ways that the participant’s body isdifferentiated from the aquatic environment 16.
Regarding the technical aspect that shapes the work’ssoundscape, a hybrid-made synthesiser is triggeredbyreal- time voice analysis. The synthesiser measuresthe immediate pitch amplitude, tonality, and phrasing oftheparticipant’s voice while shaping the soundscape, theunderwater colour setting, and the animation ofthejellyfishes and their environment. The harmonicelements and spatial traits are also controlled throughthesynthesiser. The rhythmic elements are concurrentlydistributed through all headsets in the event that thereisa group of participants. A system, which is developedfollowing synaesthetic associations, matches adifferentcolour to each note on the scale. In this way, itenables the participants to visualise their voice andgaincontrol of their vocal tone, which affects the colourof the virtual environment 17. The project is anengagingquest into the newly developing and upcoming world ofVRMI (Virtual Reality Musical Instruments) 18,in whichthe possibilities are endless.

Space Walk (2020) is a virtual planetarium artwork thatprimarily has an educational character,providing detailedinformation on our solar system. It is based atAalto University, at the Aalto VirtualPlanetarium, with theaim of investigating the application of 3D numericalspace weathersimulations7. The second installment ofSpace Walk, beginning in 2020, focused on the
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improvement ofsound design and a stand-alone VRplatform intending to improve the audiovisual experiencewhile promoting theuse of an up-to-date affordable VRheadset, ideal for users, libraries, art spaces, andacademia.
The work involves visualisations of scientific data likemagnetic field lines and atmospheric phenomena,followedby explanatory texts. The user travels from oneplanet to another through a navigational interface, whilethesoundtrack develops impromptu, matching eachcelestial object sonically with the aim of accompanyingtheresultant data visualisation layers. The soundfunctions either in isolation or in combination with thelayers,maintaining a consistent musical communicationthrough the use of themes that are inspired by sci-fi filmorvideo game music while giving prominence to thescientific context. Parts of sound arerenderedstereophonically, while others involveimmersive sound spatialization techniques.
Data plays a significant role in this work. Every planetconnects to a description text box, and eachuserchooses with separate handheld controllers theelements that will be audible and visible. The latestversion ofSpace Walk features physical parameters thatare visualized near various solar system objects, likesolar windplasma, interplanetary and planetary magneticfield lines and equal density surfaces of the solar windand thegases. These gases are getting away from theatmospheres of Venus, Mars, and the comet 67P, whichconstitutes anephemeral evolution of the Sun’s interiormagnetic field and also a wide distribution of radiowaves inthe Earth’s ionosphere.
The musical part is composed according to aspectssuch as the quick shift from a deep and wide overviewof thesolar system to a detailed perspective of a singlecelestial object. The fusion of experimental musicgenres(involving contemporary, electronic, and noise),constitutes a significant component in the creation ofasonically rich soundtrack that blurs the boundariesbetween scoring and sound design. The themes,thesoundbeds8, and static soundscapes are looped andcan be interrupted or rehashed in order to balancetheundetermined period of time that each user might spendat each possible observation point and thevariousdynamic locations of the planets. The sonificationof the planets is a process involving theirphysicalparameters but also a more abstractinterpretation that draws from popular and literarysources. The Sun, forexample, is the primary source ofenergy in our universe, is represented by percussivesounds and polyrhythmicpatterns 19.

The technical part of the work involves theimplementation of sound in order to achieve immersionthrough apractical approach; pre-binauralised stereotracks boost control over the spatial fidelity and overallsoundmix. This is noticeable when the users zoom outfrom the direct proximity that they have acquired withaspecific planet, and the stereo mix is dynamicallyrendered as a stereo sound source spatially locatedclose tothe planet. Eventually, leaving or approaching aplanet is sonically strengthened by a zoom sound effect,wherethe sound corresponds to the planet’s changingvisual size. The real-time sound spatialization isexecutedby the spatializer included in the Oculusintegration toolkit, while the stage before binauralizationisprocessed through research-based plugins (SPARTAand 3D artificial reverberator) 20, 21.
In conversation with the 3D
Audio Artists of the Works

In our effort to address the way that immersion servesdisembodiment and the way that our perception isaffectedby the utilisation of 3D audio in VR artworks,Henrik Oppermann and James Bulley, who worked onthe spatializedaudio part of Evolver; Christian Heinrichs,who specialises in procedural audio9 and createdthespatialized audio for The Jellyfish, and AndreaManciati with his team, who designed and implementedthe soundfor Space Walk, provided answers to a coupleof questions through online correspondence with theauthors. In allcases, 3D audio takes on the role of aninterpreter of the virtual environment, shifting theimmersive aspect onan unprecedented scale andextending the contemporary body to unmappedterritories of human perception.
Henrik Oppermann and James Bulley were interviewedfor their contributions to Evolver. They have workedwithspatialized sound as a core part of their practice. Forthem, 3D sound is an important aspect of theoverallwork in virtual reality environments. Especially, inEvolver, they used a mixture of thirdorder ambisonicsoundbeds and mono sound sources that arespatialized. These were then rendered dynamicallytobinaural audio in headphones depending on theposition of the listener.
Regarding the use of 3D audio in VR and the possibilityto further implement it in their work, they argue thatitgives a much closer experience to how we listen tosounds in real life. They are able to recreate a verynaturalexperience while also having the ability to makesounds hyperreal and more present. Adding to this,
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Bulleystated that there is huge potential in head/bodyposition tracking and ambisonics, especially inhybridscenarios such as augmented reality: creatingplatforms for audiences to experience the world aroundthem andengage deeply with more-than-human realitiesand extra-sensory experiences through spatial sound.
When they were asked if 3D audio is a better expressivemedium in comparison to stereo, Oppermann assertedthatwith stereo mixes, the users hear all the soundsinside their heads without any kind of externalisation.Thiscan really break immersion, as it takes them out ofthe experience. A powerful audio engine that gives a lotofoptions on how to control the sound is apparentlypreferable. Bulley was more analytical, explainingthatdifferent configurations like mono, stereo,conventional spatial formats, and 3D sound all have theirplaces andcan be very expressive in different ways,since it depends on aesthetic conceptual choices andalso on thecontext and environments that the work is forand presented in. At the same time, 3D sound has hugepotentialfor truly immersive experiences that canengage with space in a way that stereo often cannot.
He also stressed that in terms of working withpredefined spatialization features in game engines (orsimilar) orworking with handmade spatializationfeatures, both can have their place, and there is muchfertile ground inbetween. He refers to someexceptionally interesting audio engines and plugins thatare currently available(such as the IEM plugin suite, BlueRipple Sound, SPAT, Sound Particles, DearVR, etc.), thatprovide unique andpowerful scenarios to work with.Though he added that in many cases, where the work isdriven by particularconcepts and needs, a bespoke,handmade solution (or a collaborative approach usingsome of these plugins oraudio engines) can be the onlytruly progressive way to work.
With reference to the subject of disembodiment and itsrelation to 3D audio, they were asked if 3Daudiostrengthens the essence of presence from theuser's perspective or the elements that the user meetsin the VRenvironment. They both agreed that inessence, stereo brings disembodiment to the overallexperience.Nevertheless, with 3D audio, users canconnect the aural level with the visual level. 3D audiocan create astrong sense of embodied presence withinreal, virtual, and augmented worlds that differs fromother establishedsound formats.
An example of this condition in VR is where there areinteractive sounding parameters at play (for example,handmovements linked to subtle particle sounds usingmotion tracking, or real-time monitoring of

someone’sheartbeat linked to elements of a soundscore). This embodied presence can, in fact, connectthe aural andvisual elements in time and space, mappinga territory that Michel Chion usefully describesas‘synchresis’, allowing the play and interrogation of thespatial magnetization of sound with thevisual stimuli.They also underlined that works that involve 6DOF10 cancreate very interestingand novel aspects of embodimentfor audiences moving in space, especially when teamedwith ambisonic soundbedsthat move with the listener orcan be “discovered” in the space by a listener.
For Christian Heinrichs, who has been incorporating 3Daudio into his work since his undergraduatestudiesbetween 2006 and 2010, the integration of theaudio part of The Jellyfish was a much easierexperience. Thespatialization plugins existed already (inthis case he used Google’s Resonance SDK), and theyallowed himto focus much more on the design of thesound, music and interactional aspects. In The Jellyfish,thisexperience is sonically quite unique compared toother experiences because it is so driven by theplayer’svoice and ears, literally disembodying the user’svoice and allowing them to control the environment.
Concerning 3D audio in VR and the potentialities offurther implementation in his work, Heinrichs saidthatinteractivity is the key to making next-levelexperiences. The fact that the user can look around andlisten outfor different elements in a specific scene andbe able to move towards or away from certain musical orsonicelements are vital key-points for him. Moreover, heemphasised that by establishing these two attributes,theusers can go much further, especially if they followthe path of hyper- embodiment or inhabitation; makingthemost subtle qualities of their very being in spacehave an effect on their surroundings, and so forth.
Heinrichs distinguished 3D audio and stereo asfundamentally different elements in VR creation. Heclaimed thatstereo is a great format for bringingpowerful audio experiences across since it is alreadycapable of giving astrong illusion of depth. However, heinsisted that the users (arguably) do not “inhabit” astereoimage, in the same way that they inhabit a spatialsound field. This opinion is verified if we takeheadrotations and positional movement into account.Heinrichs argued that it is the equivalent of comparing avideogame on a screen to a VR experience in a headset.
Regarding automated versus handmade 3D audio gameengine qualities, he pointed out that there are aspectsthatwill always be “automated” in spatial audio,especially in VR. For example, the soundfield has toberotated in real- time in order to respond to the users’
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head movements and give them the impression thattheyare inside the sonic scene. In order to place a sound at agiven location in space, the 3D audio designerneeds theaudio engine (usually working jointly with the gameengine) to encode a mono or stereo source toberendered at that particular location in space.
Another issue to consider is the distance attenuation,and other real-time effects that help mimic the waysound
behaves in the real world, along with the invention ofsonic behaviours that might not be possible in therealworld, or their exaggeration, so that there follows aformation of a hyperrealistic space. Heinricksconcludedthat sometimes it is worth designing a spatialsoundfield outside of the game engine using ambisonicplugins andso forth, in order to have a static three-dimensional “bed” of sound that is decoded at runtimeas asoundfield, again following the users’ headmovements. Ultimately, these elements can be mixedandmatched. During such experiences, the 3D audiodesigner might also want to use straight stereoplayback. Forexample, to contrast user interfacefeatures or other content that is rendered “inside thehead”with 3D content in the scene, which is rendered“outside the head”.
In respect of the relationship between 3D audio anddisembodiment, he argued that 3D audio is a hugecontributorto the feeling of immersion and presenceinside VR experiences; 3D audio can help the usersperceive elementsthat they cannot actually see (e.g.,behind them). The novelty of it alone can really trickpeople’s mindsinto thinking that they are really inhabitingthe virtual environment.
Composer, performer, and media artist Andrea Manciatigave us more information regarding Space Walk.Thesonic part is divided into two categories: the soundsconstituting the soundtrack of each planet, which usesthebinaural spatializer in Unity, mainly to compensate forthe listener's head rotation and allow for a"credible"localization of sources. The second categoryinvolves some "baked" binaural tracks within thecomposition (i.e.,where the binauralization is embeddedin the sound file rather than synthesised in real-time)layered withstereo ones to add lively and more"diffused" elements.
Manciati acknowledged that the potential of 3D audio inVR is very high. Though the tools available withingameengines are still in their infancy compared to thetechniques that are available in more traditionalaudioenvironments (from DAWs to node-based

programming environments), they have not yet beenimplemented in gameengines. On the other hand, henoticed a tendency to approach 3D audio often only as atechnical way to enhancerealism, rather than a powerfulcreative possibility that could be based on a verydifferent paradigm thanreality. He underlined that thistendency could limit its capabilities and risk keeping 3Daudio in thesecontexts a bit superficial.
He addressed the complexity that sound in VRpossesses by recognising the different implementationsthat stereoand 3D audio might have; the techniquesapplied are never neutral, and even if some could deliverobjectivelymore details or information, it is notguaranteed that the creators will choose this direction inall cases. Hestated that the tendency to "engineerize"artistic choices (i.e., if the choice is morepowerful,performant, newer, or more realistic, then it isautomatically better), is a bit reductionist and does nothelpthe cause of artistically relevant, expressive uses ofcertain technologies. Contrarily, he mentioned thatheprefers non-automated 3D audio, where he has purecontrol over the making process, leaving a unique markon hiscraft. He concluded that VR in general could beextremely powerful at evoking a sense ofdisembodiment, makingthis element one of the mainaxes of artistic experimentation. Certainly, attentive andcreative strategiesusing 3D audio technologies couldcontribute to this aspect. Still, he highlighted that usinga certaintechnology to define and measure suchculturally loaded ideas as immersion and presence canrun the risk ofsimplifying the concepts at stake. Lastly,he agreed that VR is powerful at reflecting on the ideasof presenceand embodiment, not so much because ofits realism or because it makes us believe in something,but ratherbecause of the frictions it creates in theexperience; in the dissonances and sense ofestrangement it canintroduce.

Discussion

In our research, we explored the potentialities ofdisembodiment in artistic VR works and the modes inwhich 3Daudio functions in order to improve theseexperiences. 3D audio in the digital arts has beendeveloping in thepast few years, along with theexplosion of 3D audio utilisation in other sectors likeentertainment (e.g.,video games). All three works thatwere presented belong to the category of 3D audio inimmersive VR, and theyare useful to further explore thesense of disembodiment. The audio experience in all theworks is a mixture ofrealistic and hyperreal sonic stimuli.The spatialized sound of the oxygenated blood flow in
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Evolver,the surrounding environment in The Jellyfish,and the majestic orchestral soundtrack of SpaceWalkform a type of hyperrealistic atmosphere, almostcreating a sense of flotation.
Additionally, in all three case studies, head/bodyposition tracking is the core component of theoverallimmersive experience. In Evolver, the userexplores the dendroidal cardiovascular systemaccording tohis movements. In The Jellyfish, theinvertebrates move according to the participant’shead,voice, and body movement, and in Space Walk, theuser transports instantly from one celestial object totheother, overcoming factors like distance and time viaroom-scale body movement.
Furthermore, sound localization is an important aspectregarding immersion and disembodiment; 3D audio isappliedby obtaining a peculiar localizational trait withthe moving spatialized sound of the swirling blood flowinEvolver, the distant and then gradually close calls ofthe invertebrates in The Jellyfish, andthe correspondingsoundtracks for each celestial body, where the soundobject’s apparent width correspondsto the planet’schanging visual size in Space Walk. The users’ physical
cues and constraints are fully adjusted to specific 3Daudio attributes which decode distance and directionofsound in space, sometimes in an engaging and oftenextra-sensory way.
It is important to emphasise the fact that the selectedartworks present a high aesthetic conceptual quality,andboth context or environment, combined with the useof 3D audio, can achieve a truly immersiveexperience.Although, as stated, spatialization pluginsexisted in the past, the applied technology of 3D audioin VR hastaken the experience to an innovative level.The aural and visual levels are interconnected andperceived by thecreators as a totally interactivecontainer, triggering a diversity of sound parametersthat emerge and becomeestablished as factors ofimmersion depth. It could be stated that in all works, theuser's inhabitation(spatial and aural) and the so-calledhyper-embodiment are attributes that connect whileimmersion occurs.Acoustic stimuli can be enjoyed in thevirtual pace, amplifying the spatial sensations.Consequently, when asonic hyperrealistic framework isshaped, revolutionary, and intriguingly singularexperiences emerge, enhancingthe bizarre and intensesense of immersion in these VR environments.

Conclusion

The body seems to defy gravity, in an almostdisembodied state, as it experiences paths that themind merelyindicates. The perception shifts qualitiesconnected to a 3D audiovisual alternative reality. Anembodiednon-human avatar is the leading actor whointeracts with a dreamlike environment while expandingabstracttactile and kinesthetic cues. In theseenvironments, there are no certain tasks given otherthan themesmerising, welcoming, and sometimesmysterious, immersive environments.
Through the analytical approach that was given by the3D audio artists of the works that we explored, there isaclear sensical stance that binaural audio or spatializedthree- dimensional audio may improve the feelingofimmersion in virtual environments over a simplestereophonic audio delivery. Researching theimplementation of3D audio, we demonstrated theaffordances and the role that disembodiment acquires inthe works, serving thefeeling of immersion in virtualreality environments, with a main focus on binauralaudio.
Ultimately, sound becomes environmental, ecological,and universal. 3D sound acquires an omnipresentattribute,interconnecting embodiment, presence, andimmersion in Virtual Reality. Thus, sound embeds thecorporeal body invarious literal or metaphorical contextswhere the interaction between embodiment anddisembodiment results inan ontological shift; theparticipant objectifies the experience through theseopposite sensations. Directionalcues that belong to thetraditional stereo or even surround set-up could be lessimmersive compared to thespatial sonic advancementsprovided by 3D audio.
Binaural audio maintains its interaural cues by recreatingthe density and shape of a human head and byusinggross tactile-kinesthetic cues. Although thedevelopment of 3D sound in these contexts is still anascent field,it is vital to elaborate more in depththrough research studies that explore embodiment anddisembodiment inrelation to immersive sound in VRenvironments. Undoubtedly, this impressive field and itsadvancements willhave even more implications if andwhen VR experiences become more prevalent inmainstream culture. For the timebeing, 3D audio is a seaof opportunity and a very exciting time to be working inand participating in thisfield for creators and researchersalike. In that fashion, 3D audio in VR can introduce a newrevolutionaryconcept that reaches higher planes ofexistence in the embodiment/disembodiment interplay.It would be rewardingto come across more studies on
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the implementation of 3D audio in artistic VR works andresearch further on itsimmersive aspect in the nearfuture.
References

1 In her effort to explore choreographic notions and processesrelated to kinaesthesis, Gibson takes us on a journey to her VRwork, where new forms of embodiment are developed andstudied for the performer and the audience alike.
2 Binaural audio is usually experienced with the use ofheadphones and it is a 3D audio effect that simulates sound as ifit is being heard live.
3 Ambisonics is a complete spherical surround sound format. Itcovers sound sources above and below the listener in addition tothe horizontal plane and can be applied through a spherical arrayof speakers. Ambisonics can also be decoded to binaural audio.
4 Spatial audio is processed sound, aiming at giving theimpression of a sound source within a three-dimensionalenvironment, in order to provide a more realistic experience tothe listener.
5 In the Eyes of the Animal by Abandon Normal Services andMarshmallow Laser Feast, is another example of immersive VRartistic work that uses 3D audio. Natan Sinigaglia who isresponsible for the visual part and the final experience design,responded to the questionnaire and provided valuable answersregarding 3D audio from his perspective. The answers areincluded in the appendix.
https://docubase.mit.edu/project/in-the-eyes-of-the-

animal/. Also, another work that deserves mentioning andmakes unusual and innovative use of VR technology is Notes onBlindness, written by Amaury La Burthe, Arnaud Colinart, JamesSpinney, and Peter Middleton and produced by Archer's Mark,Arte France and French production company and film distributorExNihilo. https://docubase.mit.edu/project/notes-on-
blindness/

6 In Human Ecosystem Building, demonstrated by LewisSaunders, who is a member of Marshmallow Laser Feast, we canobserve the method that is used for the creation of the humancardiovascular system along with the mapping of the journey ofbreathing air through the human body:
https://vimeo.com/695217247?login=true

7 A numerical space weather prediction is a method that usesmathematical models of weather forecasting that employ a set ofcomplex equations to solve for various locations at both thesurface and different heights (layers) of the atmosphere.
https://www.weather.gov/media/ajk/brochures/NumericalWea

therPrediction.pdf

8 In creative media, soundbed stands for background sound ormusic, which is used in games, podcast episodes, and so forth.
9 Procedural audio is sound that is generated during the lengthof time that a programme takes to run. It creates the sounds thatthe participant experiences in an improvised manner, based on aset of pre-defined behaviours.
10 6 degrees of freedom (6DOF) define six axes on which a rigidbody is capable of moving freely in a three-dimensional space.

Books

1 Christian J. Jerome, Bob G. Witmer, “Human Performance inVirtual Environments: Effects of Presence, Immersive Tendency,and Simulator Sickness”, paper based on a talk presented atHuman Factors and Ergonomics Society Annual Meeting, LosAngeles, California, September, 2004, p.2613–2617,
https://www.researchgate.net/publication/270722806_Human

_Performance_in_Virtual_Environments_Effects_of_Presence

_Immersive_Tendency_and_Simulator_Sickness.
2 Konstantina Kilteni, Raphaela Groten, Mel Slater, “The Sense ofEmbodiment in Virtual Reality”. Presence: Teleoperators andVirtual Environments 21 (4), 2012, p.373–387.
3 Pawel Grabarczyk, Marek Pokropski, “Perception ofAffordances and Experience of Presence in Virtual Reality”, TheJournal of the Philosophical-Interdisciplinary Vanguard 7 (2),2016, p.37.
4 James J. Gibson, “The Concept of Affordances”, in Perceiving,Acting, and Knowing: Toward an Ecological Psychology, ed.Robert E. Shaw, John Bransford, Hillsdale, N.J., LawrenceErlbaum Associates, 1977, p.67-82.
5 Ruth Gibson, “Falling Upwards: Somatic Sensing in VirtualSpace”, Ph.D. Dissertation, RMIT University, 2019.
6 Sascha Spors, Rudolf Rabenstein, Jens Ahrens, “The theory ofWave Field Synthesis Revisited,” paper based on a talk presentedat the 124th Audio Engineering Society Convention,
https://www.researchgate.net/publication/228355734_The_t

heory_of_wave_field_synthesis_revisited

7 David G. Malham, Antony Myatt, "3-D sound SpatializationUsing Ambisonic Techniques”, Computer Music Journal, 19 (4),1995, p.58-70.
8 Brendan Kelley, Cyane Tornatzky, “The Artistic Approach toVirtual Reality”, paper based on a talk presented at the 17thInternational Conference on Virtual-Reality Continuum and itsApplications in Industry, New York, November, 2019, p.1–5.
9 Rozenn Nicol, Binaural Technology, AES Monograph, 2010.
10 Micheal Vorländer, Auralization: Fundamentals of Acoustics,Modelling, Simulation, Algorithms and Acoustic Virtual Reality,Berlin/Heidelberg, Germany: Springer International Publishing,2020.
11 Jens Blauert, Jonas Braasch, The Technology of BinauralUnderstanding, Springer, 2020.
12 Durand R. Begault, Leonard J. Trejo, 3-D Sound for VirtualReality and Multimedia, Ames Research Center Moffett Field,California, 2000, p.41.
13 Mayo Kobayashi, Kanako Ueno, Shiro Ise, “The Effects ofSpatialized Sounds on the Sense of Presence in Auditory VirtualEnvironments: A Psychological and Physiological Study,”Presence: Teleoperators and Virtual Environments 24 (2), 2015,p.163–174.
14 Fabian Brinkmann, Stefan Weinzierl, “Audio QualityAssessment for Virtual Reality”, in Sonic Interactions in VirtualEnvironments, Editors: Michele Geronazzo, Stefania Serafin,Springer: Cham, 2022, p.145-178.
15 Amanda Whiting, “Evolver review: Cate Blanchett Takes usInside the Human Body in an 2022,
https://www.independent.co.uk/arts-

entertainment/art/reviews/evolver-review-tribeca-cate-

blanchett-b2100999.html

https://docubase.mit.edu/project/in-the-eyes-of-the-animal/
https://docubase.mit.edu/project/in-the-eyes-of-the-animal/
https://docubase.mit.edu/project/notes-on-blindness/
https://docubase.mit.edu/project/notes-on-blindness/
https://vimeo.com/695217247?login=true
https://www.weather.gov/media/ajk/brochures/NumericalWeatherPrediction.pdf
https://www.weather.gov/media/ajk/brochures/NumericalWeatherPrediction.pdf
https://www.researchgate.net/publication/270722806_Human_Performance_in_Virtual_Environments_Effects_of_Presence_Immersive_Tendency_and_Simulator_Sickness
https://www.researchgate.net/publication/270722806_Human_Performance_in_Virtual_Environments_Effects_of_Presence_Immersive_Tendency_and_Simulator_Sickness
https://www.researchgate.net/publication/270722806_Human_Performance_in_Virtual_Environments_Effects_of_Presence_Immersive_Tendency_and_Simulator_Sickness
https://www.researchgate.net/publication/228355734_The_theory_of_wave_field_synthesis_revisited
https://www.researchgate.net/publication/228355734_The_theory_of_wave_field_synthesis_revisited
https://www.independent.co.uk/arts-entertainment/art/reviews/evolver-review-tribeca-cate-blanchett-b2100999.html
https://www.independent.co.uk/arts-entertainment/art/reviews/evolver-review-tribeca-cate-blanchett-b2100999.html
https://www.independent.co.uk/arts-entertainment/art/reviews/evolver-review-tribeca-cate-blanchett-b2100999.html


ISEA2023 — SYMBIOSIS 290

16 James R. Marston, Jack M. Loomis, Roberta L. Klatzky,Reginald G. Golledge, Ethan L. Smith “Evaluation of SpatialDisplays for Navigation Without Sight,” ACM Transactions onApplied Perception (TAP) 3 (2), 2006, p.110-124.
17 Ewen Chardronnet, “Mélodie Mousset: Projecting the Bodyinto Virtual Reality”, Makery
https://www.makery.info/en/2020/10/03/melodie-mousset-

projeter-son-corps-hors-de-soi-jusque-dans-le-virtuel/

18 Stefania Serafin, Cumhur Erkut, Juraj Kojs, Niels C. Nilsson,Rolf Nordahl, “Virtual Reality Musical Instruments: State of theArt, Design Principles, and Future Directions,” Computer MusicJournal 40, 2016, p.22–40.
19 Andrea Mancianti, Sebastian J Schlecht, Vesa Välimäki, RikuJärvinen, Esa Kallio, SPACE WALK - Visiting The Solar SystemThrough an Immersive Sonic Journey in VR, Proceedings fromNordic Sound and Music Computing Conference, Denmark,November 2021.
20 Leo McCormack, Archontis Politis, “SPARTA & COMPASS:Real-Time Implementations of Linear and Parametric SpatialAudio Reproduction and Processing Methods,” paper based on atalk presented at AES International Conference on Immersive andInteractive Audio, York, March, 2019.
21 Sebastian J. Schlecht, “FDNTB: The Feedback Delay NetworkToolbox,” paper based on a talk presented at the 23rdInternational Conference on Digital Audio Effects DAFx, Vienna,September 2020, p.211–218.

Appendix

. Questionnaire on 3D audio, immersion, andembodiment/disembodiment in VR artistic works.
Evolver by Marshmallow Laser Feast, by HenrikOppermann and James Bulley. Full answers byHenrikOppermann and James Bulley
On the utilisation of 3D Audio in VR.
1. Have you ever experienced 3D audio in VR before?Does "Evolver" involve normal stereo, or isit usingbinaural delivery?
HO: Yes. Many times. :D
JB: Yes – both of us work with spatialized sound as acore part of our practice. Within VR, 3D sound isverymuch a key part of making work within the medium. Arecent piece that Henrik and I have beencollaboratingon, Evolver, with the art collectiveMarshmallow Laser Feast, is a current example ofthis.Evolver uses a mixture of third order ambisonicsoundbeds and mono soundsources that arespatialized.These are then rendered down dynamicallyto binaural in headphones dependent on the position ofthe listener.
On immersion and interactivity

2. What are the potentialities of 3D audio in VR and howwould you further implement them inyour work?
HO: It is not only a potential. It gives a much closerexperience to how we listen to sounds in real life. Weareable to recreate a very natural experience, whilst alsohaving the ability to make sounds hyperreal andmorepresent. JB: Adding to this, I think there is hugepotential in head/body position tracking andambisonics,especially in hybrid scenarios such asaugmented reality: creating platforms for audiences toexperience theworld around them and engage deeplywith more-than-human realities and extra-sensoryexperience through spatialsound.
On sound design
3. Do you think that 3D audio is a better expressivemedium in comparison to stereo? If yes,would you likethe part of 3D audio to be automatically designed from agame engine or handmade, that is, tobe specially madefrom you as an exclusive feature (control all sonicattributes in the scenes of thework)?
HO: Yes. 3D audio is 100% necessary for immersiveexperiences. With stereo mixes you will hear all thesoundsinside your head without any kind ofexternalisation. This can really break immersion and takeyou out of theexperience. A powerful audio engine thatgives you a lot of options on how to control the sound ispreferable.
JB: For me, I think different configurations like mono,stereo, conventional spatial formats and 3D soundallhave
their places and can be very expressive in different ways– it very much depends on aesthetic conceptualchoices,and also on the context and environments that the workis for and presented in. That said, 3D sound hashugepotential for truly immersive experiences that canengage with space in a way that stereo often cannot.Interms of working with predefined spatializationfeatures in game engines (or similar) or working withhandmadespatialization features, both can have theirplace, and there is much fertile ground in between.There are someexceptionally interesting audio enginesand plugins that are currently available (such as the IEMplugin suite,Blue Ripple Sound, SPAT, Sound Particles,DearVR, etc) that provide unique and powerful scenariosto work with,but in many cases, where the work is drivenby particular concepts and needs, a bespoke, handmadesolution (or acollaborative approach using some of theseplugins / audio engines) can be the only trulyprogressive way towork.

https://www.makery.info/en/2020/10/03/melodie-mousset-projeter-son-corps-hors-de-soi-jusque-dans-le-virtuel/
https://www.makery.info/en/2020/10/03/melodie-mousset-projeter-son-corps-hors-de-soi-jusque-dans-le-virtuel/
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On embodiment/disembodiment
4. Since there is a kind of modality withembodiment/disembodiment connected to 3D audio, inwhat respect doyou think that 3D audio enhances thefeeling of presence and contributes to the creation of a"disembodiedfeeling"?In other words, does 3D audio strengthen the essenceof presence from the user'sperspective or the elementsthat the user meets in the VR environment?
HO: Stereo really brings disembodiment to the overallexperience. With 3D audio you can connect the aurallevelwith the visual level.
JB: Discussions of embodiment and disembodiment inrelation to experiences of 3D audio are complexandmultifaceted. There is no doubt in my mind that 3Daudio, explored sensitively (whether heard overheadphones,or from conventional multichannelspeakers’ systems or technologies like wavefieldsynthesis), can createa strong feeling of embodiedpresence within real, virtual and augmented worlds thatdiffers to otherestablished sound formats. One simpleexample of this in VR is where there are interactivesounding parametersat play (for example handmovements linked to subtle particle sounds usingmotion tracking, or real-timemonitoring of someone’sheartbeat linked to elements of sound score). As Henrikmentions, this can reallyconnect the aural and visual intime and space, mapping a territory that Michel Chionusefully describes as‘synchresis’ and allowing play andinterrogation of the spatial magnetization of soundtovisual.Works that involve 6DOF (6 degrees offreedom), can create very interesting and novel aspectsofembodiment for audiences moving in space, especiallywhen teamed with ambisonic sound beds that movewith thelistener, or can be ‘discovered’ in the space by alistener. The development of 3D sound in thesecontextsis still a nascent field, and it is vital for there to be morein depth research studies exploring
embodiment and disembodiment in relation to immersivesound (particularly in VR environments).
B. Questionnaire on 3D audio, immersion, andembodiment/disembodiment in VR artistic works.
The Jellyfish by Mélodie Mousset (HanaHana) and EdoFouilloux and Christian Heinrichs. Fullanswers byChristian Heinrichs.
On the utilisation of 3D audio in VR.

1. Have you ever experienced 3D audio in VR before?Does "Jellyfish" involve normal stereo, oris it usingbinaural delivery?
CH: I have been integrating 3D audio into my work sincemy undergraduate studies in Glasgow between 2006and2010. Back then it was harder to get things likeambisonics and HRTFs to work and… In 2012 Ideveloped afull audiovisual rendering and interactionsystem during a project placement at BBC R&D. Therewere noproper VR headsets and game engines were notas advanced and user friendly as they are today. Thissystem used aportable projector mounted on a helmet,pointing at a curved retro- reflective curtain that wouldreflect theprojection straight into the direction of thewearer’s eyes. I used a Kinect to follow and detectbodymovements, Blender Game Engine to render thevisuals and Puredata and some external libraries to doall thesound rendering. There were so many stepsinvolved in getting all the bits of technology to talk toeach other(without crashing) that it became difficult togo into a lot of details with the demo experiences.However, Idid manage to reach a sense ofdisembodiment in the “Beach Demo”, which involvedswimming both overand underwater, exploring differentparts of a beach.https://vimeo.com/manage/videos/59663582 (apologiesforthe low framerate on the POV part of the video – theexperience was in fact smooth, but the screencapturewas impossibly slow)https://vimeo.com/manage/videos/59354963 (remakeof ascene from the point and click adventure “fullthrottle”).
Since then, things have become easier by orders ofmagnitude. This is largely thanks to the rebirth ofHeadMounted Displays from 2013 onwards and theprevalence of accessible game engines such as Unityand Unreal. Thus,making the Jellyfish experience wasmuch easier in terms of setting up 3D audio. Thespatialization pluginsexisted already (in this case weused Google’s Resonance SDK, but there are others),and it allowed me tofocus much more on the design ofthe sound, music and the interactional experience witheach one. I think thisexperience is sonically quite uniquecompared to other experiences because it is so drivenby the player’svoice and ears, literally disembodyingyour voice and allowing you to control the environment.A similar piecethat’s worth checking out is “Breathe”:https://headspacestudio.com/projects/breathe/
On immersion and interactivity
2. What are the potentialities of 3D audio in VR, and howwould you further implement them inyour work?
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CH: The potential for using 3D audio in VR is huge, andrelatively unexplored in my opinion. I really thinkthatinteractivity is the key to making next-levelexperiences. The fact that you can look around andlisten out fordifferent elements in the scene. That wecan then move towards or away from certain musical orsonic elements.Once you’ve established those twothings, you can go much further, especially if you followthe path ofhyper-embodiment / inhabitation, making themost subtle qualities of your very being in space have aneffect onyour surroundings, and so forth.
On sound design
3. Do you think that 3D audio is a better expressivemedium in comparison to stereo? If yes, would youlikethe part of 3D audio to be automatically designedfrom a game engine or handmade, that is, to bespeciallymade from you as an exclusive feature (controlall sonic attributes in the scenes of the work)?
CH: No, I don’t think “better” is the right word. It is,however, fundamentally different, inmy opinion. Stereo isa great format for bringing across powerful audioexperiences and already is capable ofgiving a strongillusion of depth. However, you (arguably) don’t “inhabit”a stereo image, inthe same way you inhabit a spatialsound field. Especially once you take head rotations andpositional movementinto account. It is the equivalent ofcomparing a video game on a screen to a VR experiencein a headset.Regarding automated vs handmadequalities– there are aspects that will always be“automated”in spatial audio, especially in VR. Forexample, the soundfield has to be rotated in real-time inorder torespond to your head movements and give youthe impression that you’re inside the sonic scene. Inorder toplace a sound at a given location in space, youneed the audio engine (usually working in tandem withthe gameengine) to encode a mono or stereo source tobe rendered at that particular location in space. You alsohave tothink about distance attenuation, and other real-time effects that help mimic the way sound behaves inthe realworld (or do things that might not be possible inthe real world or exaggerate them to create ahyperrealisticspace). Sometimes it’s worth designing aspatial soundfield outside of the game engine usingambisonicplugins and so forth, in order to have a staticthree-dimensional “bed” of sound that is decodedatruntime as a soundfield, again following the player’shead movements. These things can be mixedandmatched. During such experiences you might alsowant to use straight stereo playback, for example to

contrastuser interface elements or other content thatare rendered “inside the head” with 3D content inthescene, which is rendered “outside the head”.
On embodiment/disembodiment
4. Since there is a kind of modality withembodiment/disembodiment connected to 3D audio , inwhat respect doyou think that 3D audio enhances thefeeling of presence and the way it contributes to thecreation of a"disembodied feeling"? In other words, does3D audio strengthen the essence of presence from theuser'sperspective or the elements that the user meets inthe VR environment?
CH: I believe I answered this question above. I think 3Daudio (and you will hear many people say this) is ahugecontributor to the feeling of immersion andpresence inside VR experiences. 3D audio can help youperceive thatwhich you cannot see (e.g. behind you).The novelty of it alone, when done right, can reallytrickpeople’s minds into thinking that they are reallyinhabiting the virtual environment. It will beinteresting tosee how this develops, if/when VR experiences becomemore prevalent in mainstream culture. Rightnow, it’s asea of opportunity and a very exciting time to beworking and participating in this field.
Here’s a mini “sneak peek” I had done of The Jellyfishthat gives a better impression than allthe other materialthat’s available of how the experience works and feelslike:https://drive.google.com/file/d/1wzhPLrMJAZ7Ep9W5yqd1g950FPknGifl/view?usp=sharing
Here’s a non-public dev video where I’m singing into theaudio system. Might give you a better senseof how thedifferent audio layers work together:https://drive.google.com/file/d/1X4i5rNntwx5Ygu7Fx5oKPNv36C74svXL/view?usp=sharinghttp://dolphinclub.website/reveries/
C. Questionnaire on 3D audio, immersion, andembodiment/disembodiment in VR artistic works.
Space Walk by Andrea Mancianti, Sebastian J. Schlecht,Vesa Välimäki, Riku Jarvinen, and EsaKallio. Full answersby Andrea Manciati.
On the utilisation of 3D Audio in VR.
1. Have you ever experienced 3D audio in VR before?Does "Space Walk" involve normal stereo, or is itusingbinaural delivery?

http://dolphinclub.website/reveries/
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AM: Yes, I have experienced a few VR works using socalled 3D or "immersive sound" before, but admittedlyused ingeneral pretty cosmetically, for reasons thatmight be related to the tools available. This particularpieceuses two main strategies: the sounds constitutingthe soundtrack of each planet are using thebinauralspatializer in Unity,
mainly to compensate for the listener's head rotationand allow for a "credible" localization of sources. Atthesame time within the music itself there are some"baked" binaural tracks (i.e. where the binauralisationisembedded in the sound-file, rather than synthesised inreal-time) layered with stereo ones, to add livelyandmore "diffused" elements. More details on theimplementation can also be found in the paper.
On immersion and interactivity
2. What are the potentialities of 3D audio in VR and howwould you further implement them in your work?
AM: Overall the potential is very high, but the toolsavailable within game engines are still in theirinfancy,compared to the techniques that are available inmore traditional audio environments (from DAW to node-basedprogramming environments), but not yetimplemented in game engines. On the other hand, I seea tendency to thinkof spatial audio often only as atechnical way to enhance realism rather than a powerfulcreative possibility,that could be based on a verydifferent paradigm than reality. This tendency I thinkcould limit its potentialand risk keeping 3D audio inthese contexts a bit superficial. In my work therelationship between space andsound is central, so Idefinitely will use such techniques in the future, but themajority of my personalartistic work happens outside ofVR because of the limitations I mentioned.
On sound design
3. Do you think that 3D audio is a better expressivemedium in comparison to stereo? If yes, would youlikethe part of 3D audio to be automatically designedfrom a game engine or handmade, that is, to beespeciallymade from you as an exclusive feature (controlall sonic attributes in the scenes of the work)
AM: I think the idea of better or worse is definitely trickywhen talking about expressive means. I think theyaresimply different. The techniques are never neutral andeven if some could deliver objectively more detailsorinformation is not granted this would need to bepreferred in all cases. I think this tendencyto"engineerize" artistic choices (i.e. if it is more

powerful, performant, newer or more realisticisautomatically better) is a bit reductionist and doesn'thelp the cause of artistically relevant, expressive usesofcertain technologies. And for the second part of thequestion, no I would definitely not want those tobeautomated. Hand making these aspects is totally partof my craft and I wouldn't trade for a script.
On embodiment/disembodiment
4. Since there is a kind of modality withembodiment/disembodiment connected to 3D audio, inwhat respect doyou think that 3D audio enhances thefeeling of presence and contributes to the creation ofa"disembodiedfeeling"? In other words, does 3D audio strengthen theessence of presence from theuser's perspective or theelements that the user meets in the VR environment?
AM: I think VR in general could be extremely powerful atmodulating this sense of embodiment/disembodiment,andthat could be one of the main axes of artisticexperimentation with this medium. And of course,attentive andcreative strategies using 3D audiotechnologies could contribute to this aspect. But onceagain, (and I might bemisinterpreting the question here) Ifeel that using a technology to define and measure suchculturally loadedideas as those of immersion andpresence, can run the risk of simplifying the concepts atstakes. VR is in myopinion powerful at making us reflecton the ideas of presence and embodiment, not so muchbecause of itsrealism, or because it makes us believe,but rather because of the frictions it creates in theexperience. Inthe dissonances and sense ofestrangement it can introduce.
D. Questionnaire on 3D audio, immersion andembodiment/disembodiment in VR artistic works.Full answersregarding In the Eyes of the Animal byAbandon Normal Services and Marshmallow LaserFeast, by NatanSiningaglia.
On the utilisation of 3D Audio in VR.
1. Have you ever experienced 3D audio in VR before?Does "Evolver" involve normal stereo, or is itusingbinaural delivery?
NS: We used binaural delivery On immersion andinteractivity
2. What are the potentialities of 3D audio in VR and howwould you further implement them in your work?
NS: 3D binaural audio in VR has a huge impact on thelevel of immersion of a VR experience.
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Think about how much information you can get, withclosed eyes, just from listening to the soundssurroundingyou. You can understand what kind ofdynamic you are in the middle of, and you get an idea ofthe qualities ofthe space (size, type,...)..In VR especially,the sound can dialogue in such a meaningful way withthe visual,giving a "physicality" and a sense ofconsistency to objects in the view and even outside theview! By the soundof a virtual object, we can have adeep intuition about how we can interact with it, sincethe sound isconnected to the physical body of theobject, it's consistency, mass, temperature... we canguess howdangerous/soft/pleasant/hard/... it would beto touch it. this kind of influence is subconsciously verypowerfuland can be used to determine thepsychological dimension of a user in a space. Audio canbe even used to directthe attention of the user. thiscompensates a bit for the loss of the visual role of the(movie) director (beingVR a medium where is the
user that decides the shot, the framing, the view overthe reality)
On sound design
3. Do you think that 3D audio is a better expressivemedium in comparison to stereo? If yes, would youlikethe part of 3D audio to be automatically designedfrom a game engine or handmade, that is, to bespeciallymade from you as an exclusive feature (controlall sonic attributes in the scenes of the work)?
NS: I don't think 3d audio is a better expressive mediumthan stereo.
I think that 3d audio is an expressive medium in which(in a much more effective and profound way, comparedtostereo) specialization and immersion are key elementsof artistic expression and methodology. Said so, fromtheperspective of a virtual scene creator, it's crucial tohave control of the sound engine as much as thevisualcounterpart, to be able to make use of all thesound generation-perception techniques in thecomposition of theexperience.
On embodiment/disembodiment
4. Since there is a kind of modality withembodiment/disembodiment connected to 3D audio, inwhat respect doyou think that 3D audio enhances thefeeling of presence and the way it contributes to thecreation of a"disembodied feeling"? In other words, does3D audio strengthen the essence of presence from theuser'sperspective or the elements that the user meets inthe VR environment?

NS: I replied above.




