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Abstract

The occupation and reappropriation of industrial wastelands has become a part of thedigital art festival scene. In some cases, new apparatuses are introduced, while in others,existing architecture is utilized for artistic purposes. Many cities and municipalities offerartists historically significant projection surfaces that shape the conceptualization ofimmersive art projects. In this context, multiple large-scale installation projects haveemerged with the recent growth of the experiential creative industries sector. Against thisbackdrop, the present article raises the issue of a specific experience-design practice inthe field of audiovisual (A/V) performance. More precisely, we examine a proposedconception process to help bring about a better understanding of cross-platformproduction approaches. The question we ask is: In the artistic context of the ever-changing digital arts, how can we account for the multiplicity of possible appearances ofthe same artistic project? To answer this question, we present the storytelling of theEnigma project and explain how producing a matrix of 3D environments, which can bedeployed on a very wide variety of media, supports the proposal of the Agnostic MediaEnvironment (AME) concept.
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Introduction: the experiential
industries

This article is written from the standpoint of examining aconception process as opposed to a reception process.As such, the article is located at the boundaries ofpractical and theoretical aspects (practitioners andtheorists)¹,² of immersive storytelling in relation to anA/V performance practice deployed on multiple displaysystems.³ For many years this practice has beenevolving within digital art festivals, which program worksdrawing on a wide variety of projection mediums.Numerous visual music festivals, such as Mutek (CN),Elektra (CN), Live A/V (IT) Nemo (FR), Scopitone (FR),and the Mapping Festival (CH), to name just a few, makeuse of industrial wastelands, introduce their ownprojection systems and use the facades of existingplaces.⁴ Laboratories, such as the MetaLab of theSociety for Arts and Technology,⁵ are developinginnovative new tools for artists in order to stimulatecreativity in the field of immersive experience design.⁶For example, the MAPP_MTL organization, in theentertainment district of the island of Montreal, providesartists with historically charged surfaces that shape theconceptualization of their works.⁷ Also worth mentioningis the recent phenomenon of largescale exhibitions suchas the Atelier des Lumières in Paris⁸  and the Oasis ofthe Palais des congrès de Montréal.⁹ The evolutiontaking place within these media environments has raiseda research question: In the artistic context of the ever-changing digital arts, how can we account for themultiplicity of possible appearances of the same artisticproject? To answer this question, we will begin bytracing the origins of the practice of A/V performanceand how it connects with environments in the mixedreality spectrum of extended reality (XR).¹⁰ Next, basedon analysis of the Enigma cross-platform art project, wewill define the theoretical contours of this article’s mainproposal, i.e., the concept of Agnostic MediaEnvironment (AME). Our hypothesis is that it is possibleto design an informational matrix composed of 3Denvironments that can be adapted to an infinite numberof projection surfaces and installations.
A/V performance community of

practice

The practice of A/V performance has its roots in themany forms of sound visualization,¹¹ from colourorgans¹² to experimental film and video and theemergence of multimedia that have shaped thepractices of visual jockeys (VJ).¹³ The launch of this

practice dates to the mid-1990s and the immersivescenographies featured in the performances of theGranular Synthesis duo, made up of artists KurtHentschlager and Ulf Langheinrich. The duo left theirmark on the A/V performance field with the multi-screenperformance Model 5 (1994-2007).¹⁴ In spite of theexistence of a vibrant and active community of practicesince the midnineties, the designation of PerformanceA/V or Live A/V only really became established in 2010with a special issue of the journal Musique et culturedigitale (MCD, 2010) that cited numerous performingartists.¹⁵ That same year, Chris Salter published thebook Entangled: Technology and the Transformation ofPerformance in which he situated this current at thecrossroads of the performative arts of theatre anddance. In describing the performances of GranularSynthesis, he used the term “performative screens.”¹⁶Grayson Cooke for his part characterized this practiceas “Live audio-visual media performance” ¹⁷. Other termsinclude “Digital Live Audiovisual Arts” (DLAA)¹⁸ or simply“Live visuals”.¹⁹ The field has been enriched by suchnoted artists as Rioji Ikeda, Ryoichi Kurokawa, HermanKolgen, Carstein Nicolai, and Matthew Biederman. Tothis list should be added artists using the samelanguage elements in installation format, such as CanBuyukberber, Refik Anadol, Robert Seidel and ChrisSalter. Collectives and studios have also joined in thistrend with the label AntiVj (which gave rise to the studioof artist Joanie Lemercier), Purform, Ottolab, Incite, andSemiconductor. In the tradition of Kraftwerk’s large-scale POP electronic music audiovisual performances, itis also worth mentioning the immersive installations ofAmon Tobin and Richie Hawtin, aka Plastikman. Manyartists in the A/V performance community of practiceare interested in various forms of sound visualization.²⁰These audiovisual performances, delivered in renownedfestivals such as Mutek (CN) and Elektra (CA), arepresented on multiple projection-screen scenographies.The underlying artistic principle, which animates thecommunity of practice of this sector of the creativeindustries, is located mainly in cross-modal practicesthat involve the use of various technologies of editing orreal-time visual and sound form generation. The Limeartcontent-creator group has published several posts ontheir blog reviewing real-time video creation tools, underthe title “mega list of Vj Software and Vj tools.” Withoutpresenting an exhaustive list, these tools can beclassified into different categories.²¹ 
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As Table 1 illustrates, the tools most commonly used bythe A/V and VJ performer community of practice areclassified as live visuals, node-based environments andcreative programming tool kits. In addition,interoperability solutions are used to allow varioussoftware to talk to each other. For example, the Spout(PC) or Syphon (Mac) applications now let users createprocedural animations in Touch Designer that will bedisplayed within the Unreal Engine and Unity gameengines (and vice versa). The particularity of gameengines is that they incorporate live visual tools andvisual programming for creative coding approaches.Thus, all of these tools merge data capture, real-timevideo computation and projection technologies on adiversity of systems within a single technologicalenvironment. For the purposes of this article, it is worthnoting that the intermediate solutions of visualprogramming and creative coding include tools forprocedurally generating virtual environments that allowthe use of a VR headset.
The SPARK (Spatial Augmented Reality Construction Kit)real-time visual solution produced by TecArtLab is theclosest to the research subject of this article.²² TheLimeArtGroup describes the tool as being used to createan “immersive interactive spatial augmented realityinstallation.”²³ The software is a “cross-platform tool” for“real-time generated virtual content.”²⁴ The user candesign a “360° VR environment no matter the shape ofyour surfaces.”²⁵ The current progression of gameengines suggests many possibilities in this area. TheSPARK software is based on a 3D matrix form that canbe used on multiple systems.
Real-time visual creation software is increasingly usingreal-time 3D rendering engines. What these engineshave in common is the ability to synchronize, capture,real-time computation and projection technologiesacross multiple platforms, from the web to virtual realityto various multiscreen configurations. To designatethese practices of using visuals in real time for screen

scenographies, Chris Salter, in line with the approach ofexpanded cinema, uses the expression “the Screen asEnvironment.”²⁶
The environmentalization of the

image

The research presented in this article is based on theobservation of Andrea Pinotti, from the field ofimmersive experience composition, that there has beena shift away from the notion of image and towardenvironment, what he terms “environmentalization of theimage.”²⁷ In an immersive context—unlike a two-dimensional image—the space occupies the viewer’sentire field of view. The framing disappears in favour ofthe environment, which, in its modeling, becomes thenarrative architecture. In video games, Henry Jenkinshas addressed this aspect with the concepts ofenvironmental storytelling and spatial stories.²⁸ ForJanet H. Murray, this aspect is inherent in the use ofdigital technologies: “The new digital environments arecharacterized by their power to represent navigablespace.”²⁹ These navigable digital spaces are now findingtheir equivalent in the real world. It is no coincidencethat Marie-Laure Ryan has explored this question fromseveral angles in literature. In her book Narrating Space /Spatializing Narrative, she analyzes the relationshipbetween geographical space and literary fiction.³⁰ In theentertainment industry, Disney illustrator Don Carsonanalyzes the concept of environmental storytelling fortheme park design. The narrative dimension grows outof the very experience of the space. In Carson’s ownwords: “One of the trade secrets behind the design ofentertaining themed environments is that the storyelement is infused into the physical space a guest walksor rides through.”³¹ In fact, the notion of spatialexperience embedded in the space itself is at the coreof theme park literature as developed by Scott A.Lukas.³² Based on this same notion, Tricia Austin, inexhibition architecture, has precisely analyzed therelationship between narrative environments andexperiential design. His model, “The tripartite networkmodel of narrative environments,” is rooted in therelationships between people, environments andstories.³³ On this subject, Stephanie Riggs draws nodistinction between virtual and physical reality. In herbook The End of Storytelling, she proposes the conceptof Storyplex. In interactive exhibition design, shedescribes a shift from the paradigm of cinematic framingto the sphere of interactive environments.³⁴ To sum up,the multidisciplinary literature on the subject examineshow spatial modeling influences the shaping of
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Figure 1: Enigma Multiplatform Project from 2017 to 2022.Multiscreen, Elektra, Usine C, Montréal, 2017. HD, Festival Nemo, LaVillette, Paris, 2018. FullDome, Society for Arts and Technology (SAT),Montréal, 2019. Horizontal panorama, Elektra, Centre CulturelCanadien, Paris, 2020. Streaming HD, Galerie Elektra, Montréal, 2021.Circular Panorama, Coraulis, Ensa, Nantes, 2022. © Breuleux

narratives. In this context, the notion of narrativeenvironment situates the research at the boundaries ofthe physical and the virtual.
Spatial Augmented Reality (SAR)

in the Extended Reality
Continuum (XR)

The boundaries between the virtual and the real areprecisely the location of the concept of XR (extendedreality) interfaces or the equivalent term of CrossReality.³⁵ This term has proven necessary in order toupdate the reality-virtuality continuum as proposed byMilgram and al. in 1994.³⁶ The spectrum is an umbrellaterm covering what David Bolter calls “reality media”³⁷such as virtual reality (VR), augmented reality (AR) andvirtual worlds (VWs).³⁸ Although the approach is notmentioned in the literature, A/V performance practicescan be situated within XR: the field of optics includes aSpatial Augmented Reality (SAR) sector.³⁹ Bimber andRaskar, in their book on optical technologies, describesetups such as Automatic Virtual Environments (CAVE),panoramic, architectural video mapping and FullDomespherical screens as “surround screens.” The knowledgecontained in SAR optics has its origins in the oldestforms of immersion, harking back to puppeteers’illusionist play of shadow and light, anamorphicpaintings, and the camera obscura, up to the celebratedPepper’s Ghost.⁴⁰ Many SAR devices rely on the sameprinciples of syncing video projection to createprojected environments adaptable to multiple spaces.What is involved here is augmented spatiality sincethese systems exploit anamorphic vision processes toerase, use, and “hijack” the multiplicity of projectionsurfaces to create illusionist spaces. The space istransformed by the artificial amplification of surfaces,the animation of virtual lights, the creation of fauxspaces and the transformation of geometric spaces intocurved surfaces. SAR devices allow for erasing thenotion of screen in favour of the screen environment. Byadapting digital content to architectural environments,objects and bodies, these optical processes virtualizereal space. In turn, this virtualization of space enablesthe creation of collective immersive experiences thattransform the exhibition space into an interactiveenvironment. For example, the TeamLab Borderlesscreative studio creates projection museum environmentswhere the boundaries between architecture andprojector light merge within the same ambient space.⁴¹Largescale museum installations thus become materialenvironments transformed by the use of virtual light. Inshort, the notion of a screen environment specific to A/V

performance using SAR technologies in an XR contextopens avenues for considering the projection of thesame project across multiple platforms.
Methodology

Our methodology is located within the creation-as-research approach as defined by Chapman andSawchuk.⁴² Following the method of heuristic cycles putforward by Louis-Claude Paquin,⁴³ we propose to look athow the projection of the Enigma project across multipledevices, conceived from the outset as an agnosticenvironment, has helped define the contours of theconcept. As Figure 1 shows, our research, conductedbetween 2017 and 2022, consisted of storytelling thatemerged from the different iterations of the Engimaproject. In this method, each new iteration furtherrefines the theoretical contours of the proposedconcept. 
Enigma A/V performance

storytelling
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Figure 2: 210° capture of the previz system. © Lapierre.

Figure 3: Nine views of the same 3D environment. © Breuleux

The Enigma project is based on the world of famedmathematician Alan Turing, and seeks to create anexperience inspired by the technological/scientificimaginary surrounding artificial intelligence.⁴⁴ Theproject explores the transposition of the notions ofencryption and cryptography to a poetic exploration ofthe famed mathematician’s thinking.⁴⁵ The experimentalspace is based on a combination of nine soundvisualizations projected in the form of environments: 1-data, 2- speech to text, 3- amplitude; 4-frequencies; 5-3D shapes 6- illustration sequences 7- Hardware of thecomputer 8- point clouds 9- word clouds. Environmentsare modified in real time using a touch interface allowingthe user to change the parameters of deformation,temporality, object quantity and camera viewpoints.
As shown at the first photo of Figure 1, the firstmultiscreen version in 2017, featured as part of theElektra festival, consisted of an installationsimultaneously showing the nine visualizations ofcomposer Alain Thibault’s musical score on a 3X3 grid of55” monitors. The second version, created in 2018,featured a single-screen HD format that distributed thenine visualizations over time according to a new 35-minute musical composition. In 2019, we adapted thelinear performance into FullDome format. Each sectionof the piece was presented as a dive into proceduralthree-dimensional forms. 

Thanks to its initial structure, the project made itpossible to move from a two-dimensional screen formatto hemispherical projection surfaces. We used a virtualreality (VR) preview system to design the scenario forthe workshop performance (figure 2). Subsequently, the2020 dual-screen panoramic version of the CanadianCultural Centre in Paris was adapted in a few hours. Forthe 2021 streaming version, amid lockdowns, in order toconfigure the piece for a new performance context, weadded networked tools that allowed for broadcastingdirectly on the YouTube platform. The 2022 version was

adapted to the system of the centre d’Observation enRéalité Augmentée et Lieu d’Immersion Sonore (Caurolis)de l’École Nationale Supérieure d’architecture de Nantes(ENSA).⁴⁶ The next iteration of the Enigma project willtap into the expressive potential of the motion capturesystem to create a control interface projected in thecentre of the installation.
Each new iteration is created thanks to the arrangementof the cameras within the environment (single camerafor the HD version, nine cameras for the multi-screeninstallation, 210° FullDome camera for the Satospheredome, etc.). Multiple camera synchronizations allow forquickly configuring visualizations within proceduralenvironments to generate new versions on site. As anexample, the figure 3 is based on the random movementof nine cameras inside a 3D environment. Each screen isa particular point of view of the same reality.

Given the dynamic relationships between the objectsand the music, the duration of the environments as wellas the transformation parameters can be manipulated.The Enigma project consists of a series of 3Denvironments. As such, each projection and translationof the experience for a new setup affords an opportunityto reinvent certain elements of the project.
To summarize the project approach, each installationoffers an opportunity to renew the project experience.However, one important aspect must be stressed: eachexperience is stand-alone in its presentation. There is noreal dialogue between the different iterations. In otherwords, for the Enigma project, despite the variety ofmanifestations of the same project, each new versionconstitutes a work in its own right. 

The 3D Agnostic Media
Environment (AME)
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Figure 4: The Multiplatform AME Model. © Breuleux

The concept of 3D Agnostic Media Environment (AME)was coined to address a particular workflow guided bythe need to adapt each project to the expressivepotential of multiple projection contexts. In softwareterminology, “agnostic” refers to the process ofautomated adaptation to different devices and operatingsystems. A website, for example, will recognize theresolution of a phone, a tablet model, or a type of webbrowser. These constraints are relatively simple sincethe two-dimensional viewpoint of smartphones remainsrelatively stable. When it comes to the match betweenreal and virtual spaces, the logic of adaptation is morecomplex. For FullDome projection domes alone, thereare 180° and 210° projection angles, single and multi-channel projection solutions, as well as multipleprojection systems. In contrast to movie theatres thatuse standardized systems, planetariums rely on a widevariety of systems and standards ⁴⁸. Generally speaking,the AME concept is a response adapted to theecosystem of the experiential sector in which each newprojection demands a degree of reinvention of theproject components.
The proposed concept of agnostic 3D environmentemerging from analysis of the narrative of the differentiterations takes the shape of a world of aesthetic andexperiential rules that can be transposed on multipleSpatial Augmented Reality (SAR) platforms. The term“media environment” is used insofar as each newversion helps gradually establish an eco-systemconducive to communicating information. To summarizein basic terms: By staging the viewpoints, AME exploitsthe specific expressive potential of each new apparatus.
The 3D agnostic media environment approachdetermines a workflow. Considered from a productionrather than reception perspective, the term “agnostic”takes up the logic inherent to responsive and adaptivedesign web approaches in which, from the outset, thecontent is imagined according to its multiplepermutations. The agnostic environment thus appearsas a space of language governed by aesthetic rules thatorganize the visual, sound and interactive dimensions.
According to the diagram in Figure 4, AME, unlikesoftware, has forms that possess a certain stylisticsignature with respect to rhythm, composition, lightsand camera movements. Sometimes, the experience isdelivered only once on a site-specific basis. Theenvironment, because it can be configured andmanipulated in real time, makes it possible to operatethe projection system as an instrument.⁴⁷ In the

succession of procedural environments, the design ofinteractions between the sounds and visuals are part ofthe organization of the digital material.

Each new installation requires some reorganization ofthe experience. Depending on the context, it will benecessary to change the display parameters andrecompose the elements. Adaptations are made throughthe virtual reality (VR) preview format of the experience.For example, for several AME projects, a satosphere-scale VR dome was used to validate the formal elementsof performances. Thus, the idea is not just toautomatically transfer information from one platform toanother, but also to leverage a preview environment tobe able to modify the control parameters, the scale ofthe shapes, and the points of view according to eachmedium. The agnostic environment also opens avenuesfor exploring apparatuses that were not included in theoriginal media environment. For example, architecturalvideo projection entails a process of on-site interventionspecific to a particular facade. To stage the experience,it will be necessary to take the expressive potential ofthe location and the façade into account.
AME is therefore not associated with any one particulartool. Rather, the approach confers an aesthetic unityshaped by the physical, temporal and technologicalconditions of the different contexts. The AME principlecan be reformulated by designing a “spatial story path,”organized according to a certain duration and which, toconstruct the experience, exploits the expressivepotential of the stimulation technologies specific to eachnew apparatus. 
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Figure 5: White Box versions from 2011 to 2012. Circular Panorama,ENSA, Nantes, 2011. Multi-screen, Elektra, Place des Arts, Montréal,2011. Rectangular panorama, Elektra, La Gaîté Lyrique, Paris, 2011.Video mapping, Les Dominicains de Haute Alsace, Guebwiller, 2012.© Breuleux

Figure 6: The FullDome camera and the realtime view. © Lapierre. Figure 7: Inside a FullDome realtime environment. © Breuleux,Lapierre.

The AME approach was forged to make explicit aworkflow in A/V performance (as the White Box project,at the figure 5, from 2011 to 2012, show). This articlewas written to systematize practical knowledge forresearch purposes in order to demonstrate that cross-platform creative approaches exist in the experientialindustries. In addition to the Enigma project, the AMEsystem has been used for multiple artistic creationssuch as Mapping Me (2018), Les Planètes (2018),Illumination Frankenstein (2018), and Nuages/Clouds(2022). This last project was based on the creation ofmultiple narrative environments exploring the metaphorof the cloud and driven with a tangible interface. 

Captured within the Enigma project, figure 6 shows twoperspectives of the same system. This imagedemonstrates how environmental storytelling does notsublimate the idea of the point of view. In this sense,during the continuous design process for these projects,we composed, arranged, and organized the visualnarrative using a succession of scene-environments. Forexample, in figure 7, the camera is moving inside acomplex information network. Unlike in a film, in thissequence of different spaces each spectator canchoose their own point of view. Therefore, the proposalof the AME concept for SAR creations aspires tohighlight the notion that, in the XR paradigm, it isnecessary to stop thinking in terms of surface but rathervolume. In the production process, abandoning theframe in favor of a virtual environment accommodatesthe infinity of possible perspectives afforded by variousforms of displays. 
Conclusion

Whereas the cross-media,⁴⁹ remediation,⁵⁰transmedia,⁵¹ spreadable media,⁵² and intermedia⁵³approaches have been the subject of extensiveentertainment literature in the video game ⁵⁴ and filmsectors, the definitions of the various terms fromcommunication research and literature only partly reflectthe actual practice of A/V performance mentioned in thisarticle.
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The convergence that has emerged from the multimediaweb⁵⁵ has prompted a reconfiguration of the roles andprocesses of publishing and distributing information viamultiple platforms. The realities that gave rise to theterms of Cross Media, Transmedia and Intermedia donot account for the realities in A/V performance. Forexample, when moving from a nine-screen installation toa FullDome experience, some content remediation takesplace based on the specificity of the medium. Contraryto the transmedia approach, these two iterations do notaim at generating a global experience or enriching it withnew dimensions. Each new immersive experience of theEnigma project is a standalone translation with its owntransmission codes. The definition of transmedia alsoentails the participation of fans and users in thedissemination process. A transmedia mediaenvironment, according to Henry Jenkins, is also abouthow a single individual organizes their consumption ofinformation: "New technologies are enabling averageconsumers to archive, annotate, appropriate, andrecirculate media content."⁵⁶ On the contrary, the AMEconcept is based on a production and not consumptionlogic; a logic of creation and not reception. This paperhas also addressed the situated conception of narrativeenvironments. To summarize, the immersive A/Vperformance experience- design research sectorrequires terms tailored to the realities of design andproduction.The AME concept was devised to respond toissues of cross-platform SAR artistic design andproduction for the experiential industries. As thepotential for procedural generation, processing, andprojection rises with the rapid advancement of real-timerendering technologies in game engines and nodalprogramming environments, it becomes possible toenvision multiple types of AMEs. The concept is in fact away of organizing information for the creation ofimmersive experiences.
In conclusion, taking the systemic logic of the proposedAME concept a step further, each environment matrixwill be available online via a multi-user WebGL app thatwill let the user adapt artistic creations to the growingnumber of technology apparatuses along the XRcontinuum.
Beyond the technical dimensions, the proposal of theconcept of agnostic environment aims to betterunderstand the processes of immersive experiencescreations in the digital arts sector. This reflection makesit possible to study, via the transversal concept ofenvironment, the dynamic relationships between themateriality of XR reality technologies and the virtuality of

the narrative immersive experiences. The AME approachtherefore facilitates the design of multisensoryimmersive experiences deployed on multiple platforms.
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