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Abstract

White Cube / Black Box seeks to identify bias and the many ways bias gets introduced intoand amplified within systems. A highly interdisciplinary team of data scientists, curators,designers, and artists used face detection and race classification algorithms to explorebias in algorithms and University of Michigan Museum of Art’s collection of artworks.
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Introduction

White Cube / Black Box is a collaboration betweenartists, designers, curators, and data scientists atUniversity of Michigan Museum of Art (UMMA), theMichigan Institute for Data Science, and the UniversitySchool of Art and Design that attempts to shed light onthe opaque decision-making processes within museumcollecting practices and machine learning algorithms.
White Cube / Black Box seeks to identify bias and themany ways bias gets introduced into and amplifiedwithin systems. In art, the phrase “White Cube”references the history of exclusionary practices withinmuseums and galleries. Using sterile white walls anddecontextualized spaces, works of art are divorced fromthe outside world, making them less approachable andaccessible. In technology, the “Black Box” is acontroversial metaphor used to describe automatedsystems where the decision-making process is verydifficult or even impossible to understand.
The resulting art installation featured some of theinteresting, curious, and troubling findings that ourresearch has uncovered about both facial-recognitiontechnology and about the history of representation inthe University of Michigan Museum of Art’s collection ofapproximately 24,000 works.
We applied one of the most widely used facial detectionalgorithms to UMMA’s art collection. After detectingfaces in UMMA ’ s artworks, we used a raceclassification algorithm to look at the diversity ofsubjects in the collection. We used the FairFace Datasetfor examples of faces belonging to different races. Weused these results to characterize and visualize theracial diversity of the acquisitions made under all ofUMMA’s directors.
We used a technique called “eigenfaces” to explorevariation within faces found in UMMA’s collection and tounderstand which features are most important indetecting a face.
By applying facial detection algorithms to UMMA’s artcollection, we visualize bias in the museum’s collectingpractices throughout its 150-year history. We can alsosee the ways algorithms amplify human bias. Ourresearch makes more transparent the opaque decision-making processes within museum collection practicesand machine learning algorithms as these rapidlyevolving technologies are being deployed across theworld.

Background

Museum Bias
Art museums have a long history of racial and genderbias. A recent study looking at 18 major US art museumsfound that 85% of its collected artists are white and 87%are men.¹ Who is depicted in these artworks is not onlyan issue of numbers, but bias is also evident in howpeople are depicted. Racialized caricature is one obviousexample. Furthermore, museums have historicallyexcluded certain groups of people from visitingmuseums in both overt and subtler ways.² Museums arenow reckoning with how they may have reinforcedprejudices in the past and what responsibility they havein confronting prejudice going forward.³,⁴
Algorithmic Bias
Face recognition algorithms are increasingly adopted forcommercial use, for public safety, and in otherapplications. However, flaws in the current algorithmsnot only limit their effectiveness, but also have adverseconsequences for certain demographic groups that arethe “usual suspects” of being marginalized or victimizedby new technology. The algorithms’ significant flaws inrace and gender recognition can be attributed partiallyto the lack of diversity in the training set—white malebeing the overrepresented face.⁶ While researchershave repeatedly pointed out such flaws and areimproving the training sets, there may be otherlimitations of the algorithms that have not beenadequately addressed. For example, the algorithms relyon faces in the training set that are mostly photographsof full frontal view faces. How well do the algorithmswork when the faces are sideways, partially visible, andso on? In our study, we did not aim to develop a newalgorithm or improve a current one; instead, we focus onthe use of a highly unconventional dataset (UMMA’s artcollection) to test the limit of existing algorithms trainedon human photographs and understand what featuresare essential for the correct or incorrect face and racerecognition.

Related Works

In 2018, Google Arts & Culture released the Art Selfiephone app as a playful way to discover art. The usertakes a selfie and the app searches thousands ofartworks to find one with a similar face.⁵ 
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The 2020 film Coded Bias summarizes MIT Media Labresearcher Joy Buolamwini’s research on how facialrecognition algorithms do not see dark-skinned facesaccurately and demonstrates the need for legislation toreduce bias in algorithms.⁶ 
UK Research and Innovation recently funded a projecttitled Transforming Collections: Reimagining Art, Nationand Heritage led by a team of researchers at theUniversity of the Arts London. The project aims to “buildon decolonial feminist approaches and creative machinelearning (ML) development: to enable digital cross-search of collections to surface patterns of bias, and touncover hidden and unexpected connections, and tothus open up new interpretative frames and potentialnarratives of art, nation and heritage.”⁷

Process

1) We selected YOLOv4 as the main algorithm to test onthe art collection. We also used a second algorithm, Dlib,to a more limited extent. The two algorithms bothreturned some successful face and race detections andsome unsuccessful ones. We focus our paper on resultswith YOLOv4. ¹¹,¹² 
Instead of using artworks (whether within UMMA’scollection or elsewhere) to train the algorithm, we simplyused pretrained weights. Our rationale for not using anyart collection as the training set is that we do not havethe resources to manually inspect and label the artworksthat can be used for training, and that the size of suchan arts training set could be prohibitively large given themuch larger variation in faces in the artworks than inphotographs. We did not evaluate the efficacy of aperfectly customized algorithm but rather mimicked therealistic practice of brittle deployments despite limitedtraining data.
2) After identifying faces in UMMA’s collection, weapplied the VGG-Face CNN network with pretrainedweights from FairFace Dataset to assign race to thefaces in UMMA’s art collection. ⁸,⁹,¹⁰
3) We used a technique called “eigenfaces” to explorevariation within faces found in UMMA’s collection and tounderstand which features are most important indetecting a face.¹³
4) We created an exhibition to share results withmuseum visitors.

Algorithms and Data Sets

Face Detection
For face detection we used the algorithm YOLOv4 andwe trained the artificial intelligence (AI) with the GoogleOpen Images Database, which is comprised entirely ofphotographs.
Race Classification
After detecting faces in UMMA’s artworks, we used arace classification algorithm, the VGG-Face CNNnetwork, to look at the collection’s diversity. We used theFairFace Dataset for examples of faces belonging todifferent races. FairFace was created to measure andmitigate racial bias. It contains 108,501 Flickr images offaces categorized as Asian, White, Middle Eastern,Indian, Latino-Hispanic, or Black. ⁸ , ⁹
Overview of Results
Of the 21386 UMMA collection objects that we usedwith the algorithm, 6026 objects (28%) were classifiedas having at least one face. For race classification, we“forced” the algorithm to choose among the seven racialgroups defined in the FairFaces dataset, but combinedtheir definition of East Asian and Southeast Asian intoone group, and obtained the following: White (69.1%),Black (10.5%), Indian (2.9%), Asian (10.7%), MiddleEastern (3.9%), and Latino (2.9%). The racialclassification algorithm we used lacks a category forNative Americans.
Limitations and Failures
In addition to being unable to classify Native Americansat all, the algorithm had difficulty identifying faces inseveral cases: faces in profile; tilted heads; highlyabstract faces; caricature. On the other hand, non-faceobjects with round/oval shapes and symmetric featureswere often classified as faces, such as many vases.

Acquisition Patterns by
Different Museum Directors

We sought to understand the acquisition patterns ofdifferent UMMA directors, focusing on the predictedraces of people depicted in the acquired works.Although we did conduct some benchmarking toestablish the performance of the algorithms that weemployed, an important caveat of this analysis is that itis based on race classification of detected faces in the
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Figure 1. Racial diversity in UMMA’s Acquisitions by year. The resultsfrom the race classification algorithm showed that UMMAs collectionbecame more diverse over time. Each bar breaks down the racialmakeup of that year’s acquisitions.

Figure 2. Each of these eigenfaces represents one feature importantin detecting faces in our collection.

artworks by algorithms. It was not humanly possible tovalidate that all these predictions were correct. With thisproviso, we constructed a contingency table showingthe number of works depicting individuals of each raceacquired by each director.

To aid interpretation of this contingency table, weperformed a standardization. Let N_ij denote the numberof works acquired by director i that depict individuals ofrace j. Then, if N is the total number of works depictingany race acquired by any director, and p_i denotes theproportion of all works acquired by director i, and q_jdenotes the proportion of all works depicting individualsof race j, then N*p_i*q_j is the reference point for N_ij.We can interpret N*p_i*q_j as the number of worksacquired by director i depicting individuals of race j inthe event that all directors purchased works depictingthe races with the same frequencies. The residual R_ij =N_ij - N*p_i*q_j is the excess (if positive) or deficiency(if negative) of works depicting race j acquired bydirector i. The standardized residual S_ij = R_ij /sqrt(N*p_i*q_j) aims to place these residuals on acommon scale that is fairly comparable betweendirectors with small and large numbers of acquisitions,and between races with small and large overallrepresentation in UMMA collection.
Conventionally, values of S_ij smaller in magnitude than2 are viewed as unimportant. It is not easy to concludedefinitively that a given large value of |S_ij| is largeenough to be important, but in many cases valuesexceeding 2.5 or 3 are likely to reflect a specific causeand not occur randomly due to variation of smallnumbers.
We noticed a significant uptick in the diversity of thecollection in 2019. After taking a closer look at the raceclassification results from that year, we found that thetrend seemed to be specifically tied to the Take YourPick exhibition where museum visitors voted to select250 everyday photographs to add to the collection,suggesting that a single exhibition can have a notableimpact on the overall diversity in the collection. Thoughimperfect, we found that the algorithms generatedresults (such as the uptick in diversity in 2019) that

offered new perspectives and points of entry for furthermanual investigation into smaller, manageable subsetsof the collection.
Eigenfaces

We used “eigenfaces” to explore variation within facesfound in UMMA’s collection and to understand whichfeatures are most important in detecting a face.Eigenfaces represent axes of variability in a collection ofimages of faces. This technique was first developed inthe 1990’s. In prior work, the eigenfaces have beenfound to capture factors such as lighting, pose, thepresence of eyeglasses and beards, and anthropometricfeatures such as dimensions of the jaw, nose, forehead,and spacing between the eyes. Eigenfaces can be usedto understand the principal ways that faces in acollection vary, and can also be used as a datacompression technique, in that they represent a “highdimensional” face using a relatively low-dimensionalvector of “scores.”.
Eigenfaces show the most important ways thatindividual faces differ from the mean face. Eacheigenface corresponds to a spectrum along whichvariation occurs. Each eigenface below represents onefeature important in detecting faces in our collection. 

The blurriness shows how that feature varies in thefaces found in UMMA’s collection. For example,eigenface 3 corresponds to a spectrum along which theface is lit from directions varying from the left to theright. Eigenfaces 1 and 2 correspond to variation in theoverall size and shading of the face. Eigenfaces 6, 7, and8 correspond to different patterns of shading at the topof the head, forehead, and around the eyes.
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Figure 3. The mean eigenface and the clown painting that thecomputer identified as having the most representative face in themuseum’s collection.

To begin, we first try to limit the extraneous variation byscaling and cropping each face in our collection toapproximately the same position in a fixed-size image (#224*224*3 # pixels). We then use a mathematicaltechnique called the “singular value decomposition” toidentify the eigenfaces. Specifically, an eigenface is apattern represented by signed (positive and negative)weights. Each eigenface assigns one weight to eachpixel location in the images. These weights represent acommon pattern of deviation from the mean face. Wenote that the mean face itself generally appears “ghost-like” and does not resemble a human face, but thedeviations from this mean face are informative about theunique characteristics of an individual face.
Since there is one weight for each pixel, the eigenfacescan be visualized in the same way that the face imagesare themselves visualized. For example, an eigenfacecorresponding to illumination on the left side may bebright (positive) on the left side of the image and dark(negative) on the right side of the image; an eigenfacecorresponding to spacing between the eyes may havealternating bright and dark regions of weights in a bandlocated at the level of the subjects’ eyes.
An eigenface represents a spectrum of variation. Forexample, illumination from the left is part of the samespectrum as illumination from the right, and hence thisvariation can be represented by one eigenface; similarly,wider-than-average eye spacing may be part of thesame spectrum as narrower-than-average eye spacing.Since a spectrum has no defined beginning or end, eacheigenface is equivalent to its additive inverse, i.e., F and-F represent the same eigenface, with the spectrum ofvariation represented by -F being the same as thespectrum of variation represented by F, traversed in theopposite direction.
As noted above, the eigenface technique has often beenused with collections of highly standardized images, likepassport photos. Even in such a standardized collection,the eigenface technique is generally found to beinfluenced by lighting and pose as much or more than itis influenced by anthropometry, which is a drawback tothe approach. Moreover, while some level of dimensionreduction is achieved, it often is necessary to use 100-200 eigenfaces to represent most of the variation in acollection of faces. Using the eigenface technique onUMMA collection is even more susceptible to this issue,since artists represent humans in every possible pose,and it is not possible to standardize these faces beyondsimple translation and scaling.

Using the eigenfaces, we identified a painting of aclown, with makeup caricaturing a face, as having themost representative face in UMMA’s collection. 

Exhibition

Using data from our research, we created two videoexplainers that explain parallels between biases in artmuseum systems and in algorithm systems. Theyconsisted of data visualizations that highlighted racerepresentation in UMMA collection over time, influenceof certain exhibits, and notable research findings andchallenges. The videos and select paintings wereexhibited in UMMA to self-reflect and critique themuseum’s past in full transparency.
We displayed these two videos along with actualpaintings from the collection as part of the You Are Hereexhibition, which invited museum visitors to considerwhere they are and where they aren’t. Above our videos,we displayed the question, “Are you here?” inviting theviewers to consider how they are represented within themuseum’s collection and exhibitions.
Video Documentation
https://vimeo.com/641632433/942e533cf2  

https://vimeo.com/641632433/942e533cf2%C2%A0%C2%A0
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Figure 4. Video still explaining how human bias plays a role inalgorithms.

Figure 5. Video still explaining how human bias plays a role in UMMA.

Figure 6. Racial diversity in acquisitions by museum directors overtime

Future Work

We are currently planning a second exhibition scheduledfor Fall 2024 that will invite UMMA visitors to observeand evaluate algorithmic facial detection. We plan tovisualize the data by exhibiting actual artworks sortedby the algorithm’s confidence in recognizing faceswithin. Additionally, we plan an interactive wall

projection that will contrast the algorithm’s confidence inrecognizing faces with confidence judgments submittedlive by museum visitors.
Conclusion

An interdisciplinary team of artists, designers, datascientists, and curators applied face detection and raceclassification algorithms to UMMA’s collection ofapproximately 24,000 artworks that were collected over150 years.
When we began this project, we asked, “How can theapplication of machine learning expose or amplifyhuman bias?” We wanted to know if our AI could revealthe bias in artists, collectors, donors, curators, andsociety in general over time. What biases did our AI learnwhen it was trained on datasets of example faces? Whatbiases are embedded in the algorithm itself?
In addition to learning about and visualizing how thediversity of UMMA’s collection changed over time (forthe better), we experienced these artworks through thelens of machine learning for the first time. We were notnavigating the collection through the usual categorieslike who created the artwork, artistic movement, artisticmedium, date created, or the artwork’s origin. We werenot experiencing these works as part of a curatedexhibition. We were encountering the artworks inbuckets such as “91-100% confident it’s a face” and“non-face” or through simplistic labels like “has face,White” and “has face, Indian”. Going through thisprocess changed our own perception and sensitivity tocertain aesthetics as we wondered why the AI madecertain decisions. In some cases, the AI’s decisionscaused us to question our own understanding of certainartworks.
In addition to exploring biases within both algorithmsand museums, this research invites museums andmuseum goers to reflect on ideas of transparency, self-reflection, and critical thinking about collecting andcuratorial practices. How does our understanding of art,curation, and history change when artworks arealgorithmically curated?
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