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Abstract

This essay describes the process and background of the augmented reality documentaryWelcome To The Metaverse. The authors situate themselves as research-creationpractitioners and ethnographers exploring immersive documentaries as a method forincreasing critical big data literacy, an emerging public-facing discipline concerned withpedagogical approaches to understanding power structures embedded in artificialintelligence and big data systems. The authors respond to research from critical big dataliteracy scholars and anthropologists using multimodal practices to foreground the waysthat the digital tools used to create these works need further critical reflection. Theauthors explore how facial recognition and other aspects of augmented reality can bedetourned or cultured-jammed in similar ways to media of previous decades, positioningimmersive documentary as a method for hacking affect toward greater awareness of themultifarious politics of the Metaverse. 
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Figure 1. Screenshots of the experience.Image: B. Gaylor. 

Introduction

“Welcome! Blink if you agree to the terms andconditions!” an enthusiastic voice instructs you as yourface is scanned. You blink. Your eyes are replaced withthe celebration emoji 🎉. Music begins, and the samevoice exhorts, “We’re so excited you’ve agreed to joinThe Metaverse!”
These are the opening fifteen seconds of Welcome ToThe Metaverse (WttM),¹ an augmented reality (AR)documentary that author Gaylor created for Instagram incollaboration with HoloLabs (figure 1).
For this experience to work, billions of research dollarsand millions of faces have been collected to trainartificial intelligence systems that can detect thecontours of your face and whether your eyes haveclosed. Before this experience could make its way toyour phone, lawsuits were filed and settled over whethercompanies have the right to gather biometric datawithout consent (they do not).² While Gaylor andHoloLabs created the documentary, the Facebookcorporation announced a rebranding as “Meta” and a$10 billion research agenda focused on the “metaverse,”a virtual environment blending the real world withcomputer graphics.³ Welcome To The Metaversesatirically explores why Meta desperately wants you andyour data to succumb to The Metaverse.

This paper situates Welcome To The Metaverse as awork of research-creation⁴ in cross-disciplinaryconversation with artists, scholars and activistsexploring how communications technologiessimultaneously reproduce unequal and oppressiverelations of power and can be used to raise publicawareness of those dynamics. We walk readers throughchapters of the AR documentary to demonstrateimmersive documentary as a medium uniquely situated

to raise awareness around issues of privacyand surveillance capitalism⁵ that are at play in theMetaverse.
Building on Gaylor’s earlier interactive documentaryworks such as Do Not Track⁶ and Discriminator,⁷ thispaper positions Welcome To The Metaverse as a work ofresearch-creation that brings into practice a call bymultimodal anthropologists for a new reflexive turn inthe discipline that engages with the material politics ofthe technologies used to create and exhibit their work.⁸,⁹ This immersive AR documentary experience borrowstactics from culture jammers and media pranksters whouse the technologies they critique to demonstrate theirproblematic nature. Grounded in these traditions,Welcome To The Metaverse aims to build critical bigdata literacy by alerting users to new ways that theirdata can be extracted and exploited.
This essay highlights how Welcome To The Metaverse(WttM) operates as a counter-narrative that usesstorytelling, humour and interactivity to instigate criticalreflection in users. Immersive documentary as research-creation practice represents a promising methodologyfor raising critical data literacy. As an approach to anemerging anthropology of the multimodal, we furtherpresent this work as an instance of augmentedambivalent anthropology in practice.

Augmented Ambivalent
Anthropology

Despite the hype, the Metaverse remains a speculativemedia whose qualities we divine from science fiction,corporate videos, and early virtual and augmentedreality works. Most people haven’t tried it, and most ofthe experiences from SciFi and industry are still yearsaway. The term “Metaverse” first appeared in NealStephenson’s science fiction novel Snow Crash anddescribed a virtual world that inhabitants spend time into escape the reality of failed states, ecological collapseand corporate rule. As the cleverly named HiroProtagonist declares: “When you live in a sh@!#t hole,there’s always the Metaverse.”¹⁰
Our times of plague, war and climate catastrophe canfeel like the future Stephenson dreamed up. During theCovid-19 pandemic, Meta’s Quest headset salesincreased 350%.¹¹ It can certainly be a welcomediversion to visit the International Space Station,exercise at Machu Picchu, or experience a fantasticalimmersive world. For creators, the creative possibilitiesof VR to transport audiences to new locations and
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experience things that would be otherwise impossibleare often enough to overcome the reluctance to supporta company such as Meta.
These mixed feelings are precisely the sort thatanthropologists Astacio et al. encourage makers toembrace in Multimodal Ambivalence: A Manifesto forProducing in S@!#t Times.⁹ The authors of thismanifesto ask makers and anthropologists who areinvested in research mobilizing new multimodal tools topair their enthusiasm for new media with critical analysisof the political economies that underlie them. They askus to pay particular attention to digital productions,which are often valorized for their ability to facilitateparticipation from under-represented communities inpublic discourse.
Multimodal ambivalence emerges in conversation withanthropologists such as co-author Hennessy’s work withTakagawara et al. who argue that there is nothinginherently liberatory about the use of multimodal tools inanthropology. Playfully drawing on Sarah Ahmed’sfeminist critique of bad habits¹² and Pierre Bourdieu’shabitus,¹³ they identify Bad Habitus as the unpleasantfeeling that unavoidable implication in ubiquitous bigdata environments and material infrastructures causesfor them⁸. Through this ambivalent orientation towardthe tangled politics of multimodal anthropology, theywarn that uncritical use of digital technologies canreinforce racial inequality and extractivism bynormalizing the problematic power structures that digitalinfrastructures exacerbate, online and off. They furtherpoint to research-creation as a productive methodologyfor an anthropology of the multimodal that criticallyengages the tools being used for greater awareness oftheir wider politics and impacts.
WttM is Gaylor’s attempt to satirically engage the publicin a dialogue around the darker side of the Metaverse.The narrator is ridiculously enthusiastic, while theactions he suggests (“scan your body!”) feel dystopian.The documentary experience doesn’t aim to generateoutrage—it seeks to create mixed feelings andambivalence. It does this by attempting to amuse userswith interactive moments and animations, paired withallusions to Meta’s attempts to gather increasinglydetailed data about our homes and bodies.
FaceJams & Semiotic Resistance

WttM explores the problematics of the Metaverse in oneof the most realized versions of the Metaverse available:Meta’s Instagram face filters. These filters will be

recognizable to the billions of users of Instagram, Tiktok,Messenger Kids, or Snapchat: a user’s visage isaugmented by computer graphics that track the positionof their facial features.
WttM is novel in that the face filter changes to matchthe spoken narration. It operates as a hybrid betweenlinear media, such as film or radio, and interactive andimmersive media. We will refer to WttM as a“documentary experience” for this essay. By usingaffordances and tropes that feel familiar to social mediausers, Gaylor attempts with this documentaryexperience to introduce messages and conversationsthat they might not receive otherwise. In Umberto Eco’sterms, he is waging Semiotic Guerrilla Warfare:subverting the communication “chain” by leaving the“channel” intact (Instagram) and inserting into the“message” (the documentary) a different “code.”¹⁴ Thiscode is ambivalence—an unease about social media,tech platforms and surveillance.
The goal of the project is to use the sense of uneasethat the documentary experience creates as acontribution to the emerging field of Critical Big DataLiteracy, a public-centred pedagogy focused on thegrowing centrality of data and critical examinations ofthese repercussions. In her introduction to the field, InaSander studied several online resources. She found thatinteractive creations were particularly suited to transmitbig data issues because the media could bepersonalized and would best compete for attention.¹⁵Welcome To The Metaverse is the first immersivedocumentary experience to respond specifically tothese findings and create new works with thisknowledge in mind. 

Contextual Integrity

“To create the Metaverse, we first collected millions ofphotos of our users on the vintage website known asFacebook.”, the narrator declares as the next chapterbegins. “We used these faces to create an algorithm thatcan detect yours!”
This narration refers to practices that Facebook hasengaged in to train artificial intelligence systems. In2021, residents of Illinois were awarded $650 million tosettle a class action against Facebook, which hadtrained a facial recognition algorithm using their photoswithout consent. ²  In addition to violating Illinois’recently passed privacy laws, Facebook transgressedwhat scholar Helen Nissenbaum refers to as contextualintegrity.¹⁶ This framework judges whether information
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Figure 2. A screengrab of an effect triggered by a smile in WelcomeTo The Metaverse. Image: Hololabs.

sharing is appropriate based on “the type of informationin question, about whom it is, by whom and to whom it istransmitted, and conditions or constraints under whichthis transmission takes place” (2004, 839).
This is essential nuance: while many users will describeuses of their data as “creepy,”¹⁷ a fuller description ofinappropriate data flows is necessary to hold techplatforms accountable.Contextual Integrity recognizes that we might be willingto share certain information in specific contexts: wewould not like intimate photos texted to a partner to beshared with our boss, for example. WttM usersexperience this firsthand when they see pictures ofsomeone else's face, stolen from Facebook, on theirown face (figure 3).
It is this notion of a violation of contextual integrity thatthe creators hoped WttM would impart, and where thework builds on and at the same time departs fromsubversive efforts in other media.The goals of WttM parallel Eco’s hope for “the constantcorrection of perspectives, the checking of codes, theever-renewed interpretations of mass messages.”¹⁴ So,too, did those practicing critical remix on the media ofthe time—the so-called “culture jammers” of the 1980sand 90s who inserted counterculture messaging intobillboards, radio and television broadcasts and printmedia.¹⁸ These media, however, had fundamentallydifferent characteristics than our present and futuredigital media. Consider an advertisement on a traditionalbillboard, a “one-to-many” media, in which a singlemessage passes through a channel and is received in anidentical fashion by audiences. Contrast this with anadvertisement on Instagram, where the ads are chosenbased on monitoring behaviour on the platform andpredicting which messaging users are likely to respondto. Each will be viewed on a specific device, in adifferent location, and in specific language.
In the Metaverse, this trend is magnified—everythingabout your context, from your physical characteristics tolocation to your species, can be customized by you andpersonalized by advertisers. WttM applies principals ofculture jamming to your specific digital context—whatwe call context jamming. This approach followsrecommendations by Ina Sander What Is Big DataLiteracy to increase the use of personalization ineducation resources, an approach well suited tonetworked documentaries such as WttM in which usersare already using their own devices and are logged inwith their own Facebook/Meta accounts.

“Thanks to the pioneering work on the Facebooktimeline, data scientists now understand content thatgenerates strong emotions keeps you engaged longer!”,the narrator says to advance the next chapter of WttM.This refers to research done by Facebook engineers¹⁹who manipulated the type of content users wouldreceive in their timeline to understand whetherprolonged exposure to posts with strong emotionswould lead to more engagement on the platform (itdoes). Here again the work creates a scenario wherecontextual norms have been violated: it is unlikely thatanyone sharing an emotional Facebook post imaginedthat a data scientist would use it to measure “emotionalcontagion.”
Both this story of manipulation, and the use of photoswithout consent, are both real stories of harm byFacebook/Meta. Having real, relatable accounts such asthis was also a recommendation drawn from InaSander’s research, and the purpose of these stories inWttM is to cultivate ambivalence, to acknowledge ourbad habitus, to incite curiosity and seed doubt as towhether these technologies are operating in the bestinterest of users. 

Hacked Affect

In the next chapter of WttM, viewers are presented withtext describing how much money Meta CEO MarkZuckerberg has made in the few minutes that thedocumentary has been playing. The narrator explainswhat is happening: “Here is how much money MarkZuckerberg made while you were watching this!” 

An analogue meter appears over the user's face. Byoffering emotions as programming inputs (figure 2),Meta is attempting to normalize the concept of emotionsas a universally consistent and measurable data point.This practice is known as affect recognition. As
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Figure 3. Photographs of facial expressions from Facial Expressionsof Emotion – Stimuli and Tests dataset (FEEST). Image: Paul Ekman

Crawford points out, facial recognition seeks torecognize individual faces, affect recognition aims toidentify universal emotions on any face.²⁰
Affect recognition is currently deployed across manyindustries for a variety of uses, from monitoringemotional engagement during job interviews²¹ toassessing student reactions during lectures²² todetecting nervous terrorists in airports.²³ Thesecapabilities are sometimes developed internally bycompanies or purchased as a service from companies.One such company is Affectiva, an MIT incubatedstartup that uses deep learning to offer emotionalinsights gleaned from training an AI on the expressionsof 10 million people in 87 countries.²⁴ If a basic set ofemotions is all a developer requires, affect detection isavailable in most standard facial recognition suites suchas Rekognition by Amazon²⁵ or Face API by Microsoft.²⁶
With WttM, we are subverting Meta’s attempts atnormalizing this practice by introducing skepticism as tothe ability of software to detect emotion. While Metapresents affect detection to developers as a trustableinput on the same level as a mouse click or text entry,recognizing emotions by studying the face is, in fact, acontroversial practice. Indeed, the very epistemologicalbasis of associating affect with facial expressions,developed by Paul Ekman in the 1960s, has beenchallenged by psychologists and anthropologists asbeing methodologically unsound.²⁷ 

This critique is based on Ekman establishing six emotiontypes: joy, anger, disgust, sadness, surprise, and fear,which he developed by photographing posed actorsdisplaying caricatures of these emotions, claiming theywere universal, and subsequently measuring testsubjects against them (figure 3).
Anthropologist Ruth Leys notes that the central flaw inEkman’s methodology is its recursive logic: thephotographs are assumed to be universal because theyare free of cultural bias and culturally unbiased due totheir universality.²⁸ Problems of this nature, whereerroneous data lead to incorrect assumptions, areperfect candidates for artificial intelligence systems tomake worse. Yet despite this, engineers began givingthe task of comparing a subject's facial expression tophotos in datasets such as FEEST (figure 7) to speed upand automate the process. As Kate Crawford notes inAtlas of AI, recognizing affect is a task that has beengiven to AI systems not because they are suited to thejob but because the (weak) theory was suitable for whatthe tools could do—detect patterns. ²⁰
These systems are deployed on a global scale, such asthe Screening of Passengers by Observation Techniques(SPOT) program of the US Transportation SecurityAdministration, which uses Ekman’s techniques to“detect” nervous flyers and flag them as potentialterrorists.²³ Meanwhile, a comprehensive study of peer-reviewed science on affect recognition found noevidence that algorithms can detect a person's internalemotions. The research team warned, “very little isknown about how and why certain facial movementsexpress instances of emotion, particularly at a level ofdetail sufficient for such conclusions to be used inimportant, real-world applications.” ²⁸
“Show us you’re happy and we’ll move on to the nextchapter!” the narrator asks at the end of the sequence.WttM asks users at this point to perform whatresearchers have proven—an inner emotional statecannot be inferred by facial expression. After learninghow much Mark Zuckerberg made in the minute or so ofthe experience (approximately $13,000), a user is morelikely to be annoyed than happy. Yet they must smile tocontinue. Smile hard, in fact—the program intentionallydelays the measurement of their smile to give theimpression that they must smile more.
“Try harder to be happy!” the narrator implores andrewards them with pretend cryptocurrency once thesmile registers. This immediate feedback from thesystem after having their affect recorded follows InaSander’s recommendation that critical big data literacyresources should be interactive—users should be
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required to make choices within the experience thatinfluence the outcome.¹⁵ Despite extensive literaturearound affect detection, there is a paucity of public-facing contributions that aim to illuminate its origins andproblematics. Rather than a simple exhortation for usersto protect their data from thieves, as many simplisticpublic service messages around privacy suggest, WttMis introducing a feeling of unease around theimplications of having their emotions recorded by anentity they may not trust.
Asymmetrical Cognitive

Ammunition

Welcome To The Metaverse, as a contribution to theemerging field of critical big data literacy, aims to plantdoubtful seeds in users’ conceptions of the Metaversebefore it is fully realized. The work intends to call out theMetaverse as what Langdon Winner would call anInherently Political Technology.²⁹ Winner caststechnologies of this type as those that require specificpolitical relationships to function: a ship that needs atop-down structure where the crew obeys the captain'scommands, for example. The Metaverse, asconceptualized by Meta, requires exploitation: of thedata of users whose bodies and environments aredigitized, of the labour of workers who mine the mineralsthat are necessary for the hardware, and of theresources of the planet which must be marshalled forthe energy to power the cloud computing that keeps theMetaverse running.
None of this exploitation is apparent when using theearly prototypes of the Metaverse. The brightly colouredlandscapes and diverting amusements offer no hint ofthe materials or labour marshalled to bring each virtualmoment to life. Digital environments were not conceivedin a manner that would make their processestransparent.³⁰ This makes efforts to crack open the“black box” with public-facing works such as WttM allthe more urgent. As Vladan Joler and Kate Crawfordremind us, the stakes of digital exploitation are vast:
“The scope is overwhelming: from indentured labour inmines for extracting the minerals that form the physicalbasis of information technologies; to the work of strictlycontrolled and sometimes dangerous hardwaremanufacturing and assembly processes in Chinesefactories; to exploited outsourced cognitive workers indeveloping countries labelling AI training data sets; tothe informal physical workers cleaning up toxic wastedumps.”³¹

As creators, we feel that the most effective way tocritique these problematic systems is to have usersexperience them within a new context. Yet this brings itsown challenges: a tactical shortfall of semiotic guerrillawarfare is that the enemy owns the battlefield. This istrue of all mass media: radio, television and Instagramare all difficult to hack because a layer of permission isapplied before a message can appear on the platform.Yet to increase the literacies related to contextualintegrity that we have highlighted in this essay, we we’reobliged to use Facebook/Meta as both the channel andmessage. We could not take a picture of our critique andtransmit the message as we could with a billboardculture jam. While creating Welcome To The Metaverse,we witnessed firsthand the limits of critiquing withinsuch a vertically integrated communications system.
SparkAR, created and owned by Meta, facilitates theuploading of augmented reality face filters to itsInstagram and Facebook platforms directly from withinthe app. There is no alternative distribution venue.Unlike the World Wide Web, this ecosystem is known asa “walled garden” and requires that each piece ofcontent made available be screened and approvedbefore appearing in listings and searches.
Upon submitting Welcome To The Metaverse, our teamwaited 24 hours, after which we received a notice thatthe project had been rejected. The notice stated that wehad violated Policy 3.7 from the SparkAR policy by usinga trademarked asset or colour gradient. There was noindication of which part of the experience violated thepolicy, but the team was confident that the violation wascaused by using the “like” button. The narrator askedusers to “tap the like button to continue” and displayedthe blue thumbs-up image.³² This image, and apparentlythe blue colour scheme, are trademarked by Facebook.
Our team replaced the like button with a heart, an imagewhich Meta does not (yet) own, and resubmitted theproject. Another 24 hours later, the filter was acceptedand available to the hundreds of millions of users ofInstagram and Facebook.
It is ironic that this image, which we found easy toreplace, was censored. After all, the entire piece is adirect criticism of the Meta corporation. Our hunch,which we will never be able to confirm, is that our reviewwas undertaken either by an algorithm or an outsourcedtemporary worker. Neither appears suited to detectsatire, but both are another example of the extractivestack that the Metaverse is being built upon. Scholarshave noted how content moderation algorithms reinforcewhite supremacy as they make no distinction betweencritiques of whiteness and racial violence.³³ Human-
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based content moderation requires the exploitation ofhundreds of thousands of workers around the globeworking precarious jobs and being exposed totraumatizing images.³⁴
Our team published a work that could easily beremoved. Just as a McDonald's billboard spray-paintedwith vegan messaging would likely be taken down oncethe corporation or ad network became aware of theintervention, our project is likely ephemeral. Where itever to be successful and brought to the attention of aMeta employee, it would likely be de-platformed.

Conclusion

By creating Welcome To The Metaverse, we enacted apromising approach to engage users of Meta using thecompany's own technology, introducing ambivalencesurrounding the company’s attempts to collect more oftheir data. By introducing the novel concept of contextjamming, the documentary experience hopes to buildcritical big data literacy while hacking affect andencouraging the public to interrogate the powerstructures that underlie digital technologies.
This research-creation approach holds promise forthose wishing to subvert and detourn extractiveplatforms, yet it also points out the control theseplatforms can exert to prevent the cultivation of doubtabout their intentions. This is why critiques such asWttM must be followed, or potentially supplanted, byalternative visions on new platforms. The Metaverse ofMeta is only one manifestation of a networked world,and virtual communities that uphold humanist values arewaiting to be explored. As Langdon Winner reminds us,“it can happen that within a particular complex oftechnology... some aspects may be flexible in theirpossibilities for society, while other aspects may be (forbetter or worse) completely intractable.”(1999, 135)²⁹ Anon-extractive Metaverse is possible.
If creative resistance to the Metaverse of Meta is to takehold, producers and users of the medium need toimagine what alternatives could look like and distributethese speculative imaginings on platforms of their owncreation. Encouraging yesterday’s culture jammers tomanifest a more healthy media landscape, advertisinghacker Stuart Ewen asked them to lead by example. “Ifour critique of commodity culture points to betteralternatives, let us explore—in our own billboards of thefuture—what they might be.”³⁵

References
1 Brett Gaylor, Welcome To The Metaverse, Augmented RealityFilter, February 2022, https://www.hololabs.org/welcome-to-the-metaverse
2 Natasha Singer, Mike Isaac, “Facebook to Pay $550 Million toSettle Facial Recognition Suit", The New York Times, RetrievedMarch 16, 2022,https://www.nytimes.com/2020/01/29/technology/facebook-privacy-lawsuit-earnings.html
3 Mike Isaac, “Facebook Renames Itself Meta”, The New YorkTimes, Retrieved April 12, 2022, https://www.ny-times.com/2021/10/28/technology/facebook-meta-name-change.html
4 Nathalie Loveless, How to Make Art at the End of the World; AManifesto for Research-Creation, Duke University Press, 2019.
5 Shoshana Zuboff, “Surveillance Capitalism and the Challengeof Collective Action”, New Labor Forum 28, January 2019, 10–29,DOI:https://doi.org/10.1177/1095796018819461
6 B. Gaylor, Do Not Track. [Interactive Documentary], 2015,https://www.donottrack-doc.com
7 B. Gaylor, Discriminator. [Interactive Documentary], 2021,https://www.discriminator.film
8 Stephanie Takaragawa et al. “Bad Habitus: Anthropology in theAge of the Multimodal”, American Anthropologist, vol. 121, June,2019: 2, 517–524
9 Alvarez Astacio et al. Multimodal Ambivalence: A Manifesto forProducing in S@!#t Times, American Anthropologist, 123, 2021:2, 420–427
10 Neal Stephenson, Snow Crash, Bantam Books, 1992.
11 L. E. Editor Consumer Affairs, “Virtual reality: pandemic leadsto rise in headset sales to escape lockdown”, Retrieved Mar. 16,2022, https://www.thetimes.co.uk/article/virtual-reality-pandemic-leads-to-rise-in-headset-sales-to-escape-lockdown-jhhn8wghn
12 Sarah Ahmed, A Phenomenology of Whiteness, FeministTheory, 8, 2007, 2, 149–168.
13 Pierre Bourdieu, Distinction: A Social Critique on theJudgement of Taste, Chicago: University of Chicago, 1988.
14 Umberto Eco, “Towards a Semiological Guerrilla Warfare”,in Travels In Hyperreality, Gruppo Editoriale Fabbri Bompiani,1983.
15 Ina Sander, “What is critical big data literacy and how can itbe implemented?” Internet Policy Review, vol. 9, May 2020,:2.
16 Helen Nissenbaum, H. Privacy as contextual integrity,Washington Law Review, 79, 2004, :1, 119–15,
17 Americans’ opinions on privacy and information sharing. PewResearch Center: Internet, Science & Tech. Retrieved March 16,2022, https://www.pewresearch.org/internet/2016/01/14/privacy-and-information-sharing/
18 Mark Dery, Hacking Slashing, and Sniping in the Empire ofSigns. In M. DeLaure (Ed.), Culture Jamming: Activism and theArt of Cultural Resistance, NYU Press, 2017.
19 Adam D. I. Kramer et al. Experimental evidence of massive-scale emotional contagion through social networks, Proc. Natl.Acad. Sci. U.S.A, 111, June 2014, 24, 8788–8790.
20 Kate Crawford, Atlas of AI, Yale University Press, 2021.



ISEA2023 — SYMBIOSIS 410

21 Javier Sánchez-Monedero, Lina Dencik, “The Datafication ofthe Workplace”, Working paper, Data Justice Lab, CardiffUniversity, May 9, 2019.
22 G Tonguç and Ozaydın Ozkara B. “Automatic recognition ofstudent emotions from facial expressions during a lecture”,Computers and education, 2020, 148.
23  Ashley Halsey III, “House Member Questions $900 MillionTSA ‘SPOT’ Screening Program”, Washington Post, November 14,2013, Retrieved December 7th, 2022,https://www.washingtonpost.com/local/trafficandcommuting/house-member-questions-900-million-tsa-spot-screening-program/2013/11/14/ad194cfe-4d5c-11e3-be6b-d3d28122e6d4_story.html.
24 Affectiva Human Perception AI Analyzes Complex HumanStates, Affectiva, https://www.affectiva.com/.
25 Welcome - Amazon Rekognition, Retrieved April 12, 2022,https://docs.aws.amazon.com/rekognition/latest/APIReference/Welcome.html
26 Facial Recognition | Microsoft Azure, Retrieved April 12, 2022,https://azure.microsoft.com/en-us/services/cognitive-services/face/
27 Ruth Leys, The ascent of affect: genealogy and critique, TheUniversity of Chicago Press, 2017.
28 Adolphs Barrett et al. “Emotional Expressions Reconsidered:Challenges to Inferring Emotion From Human Facial Movements”in Psychological Science in the Public Interest, 20, 2019:1, 1–68.
29 Langdon Winner, Do Artifacts Have Politics? In The SocialShaping of Technology (2nd. ed.), Donald MacKenzie,JudyWajcman (eds.), Open University Press, 1999, 28-40.
30 Mark Graham, Håvard Haarstad, “Transparency andDevelopment: Ethical Consumption through Web 2.0 and theInternet of Things,” in Information Technologies & InternationalDevelopment 7, no. 1, March 10, 2011,: 1.
31  Kate Crawford, Vladan Joler, “Anatomy of an AI System”,Retrieved March 31, 2022, http://www.anatomyof.ai
32 Facebook like button, Wikipedia, Retrieved April 12, 2022,https://en.wikipedia.org/wiki/Facebook_like_button
33 E. Siapera, “AI Content Moderation, Racism and(de)Coloniality”, Int Journal of Bullying Prevention, vol. 4, Mar.2022,:1, 55–65.
34 S.T. Roberts, Behind the screen: Content moderation in theshadows of social media, Yale University Press, 2019.
35 Stuart Ewen, Elizabeth Ewen, Channels of Desire: MassImages and the Shaping of American Consciousness, McGraw-Hill, 1976. 




