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Abstract

Artificial Intelligence is present in the generation and distribution of culture. How do artistsexploit neural networks? What impact do these algorithms have on artistic practice?Through a practice-based research methodology, this paper explores the potentials andlimits of current AI technology, more precisely deep neural networks, in the context ofimage, text, form and translation of semiotic spaces. In a relatively short time, thegeneration of high-resolution images and 3D objects has been achieved. There aremodels, like CLIP and text2mesh, that do not need the same kind of media input as theoutput; we call them translation models. Such a twist contributes toward creativity arousal,which manifests itself in art practice and feeds back to the developers’ pipeline. Yet again,we see how artworks act as catalysts for technology development. Those creativescenarios and processes are enabled not solely by AI models, but by the hard work behindimplementing these new technologies. AI does not create a ‘push-a-button’ masterpiecebut requires a deep understanding of the technology behind it, and a creative and criticalmindset. Thus, AI opens new avenues for inspiration and offers novel tool sets, and yetagain the question of authorship is asked.
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Figure 1. Timeline of creative deep learning development.

Introduction

It is claimed that recent advancements in AI, such asCLIP-based products Midjourney and DALL-E, aresupposed to augment our creativity. For the first time, itdoes not sound so absurd that artists can findthemselves out of jobs. ¹ Not that artists would haveever had a secure and stable job, but deep learning (DL)tools might eventually lead to losing some commercialcommissions. Such thinking relies on a modern artapproach where skills are in the centre of attention andnot the conceptual idea. Quoting Lev Manovich: “Since1970 the contemporary art world has becomeconceptual, i.e., focused on ideas. It is no longer aboutvisual skills but semantic skills.” ² As these new toolsadvance, the interfaces and techniques become morecomplex and sophisticated as our eyes are becomingmore accustomed to not being easily surprised.
Echoing Aaron Hertzmann, once painters were in asimilar situation when photography was invented andtook over the niche of portrait-making. Then visualartists had to reinvent themselves and rethink themeaning of painting. Photography had to wait another40 years until it got recognized as an artistic medium.³ So-called AI artists have faced similar challenges ingaining acceptance within the art world and even insidethe digital art niche. ⁴ 
Computer art emerged with the invention of thecomputer. Artists, such as Vera Molnar and ManfredMohr, created their first computer-generated artworks inthe 1960s using scientific lab computers at night whenthey were not used by scientists. Early computer artistswere repurposing a machine for artistic use and writingcode to make art on it. Since the creation process wasmediated by a computer, it may seem to the generalaudience that the artists were simply pressing a buttonand the computer doing art for them. Hence, thequestion of authorship emerged: is the artist a machineor human?
Today, with the appearance of neural networks (NN) andtheir creative applications, the same question reappears.Hertzmann has written several articles arguing thatpeople do art and not computers. ³, ⁵ Manovich alsodescribes how AI-generated images that imitate realistand modernist paintings are claimed to be art. ² At thesame time, experimental art forms, like installation,interactive format, performance and sound art, are oftenoverlooked unless they are promoted by a largecorporation.

Instead of retelling a short but very dense history of DLtechnology development, in the next section, we focuson the appearance of neural network tools that raisedinterest amongst artists and led to meaningful artworkproduction.
Historical overview of DL

development

DL is a subset of machine learning (ML) using DeepNeural Networks (DNN) to learn underlying patterns andstructures in large datasets. In 2012, a DNN designed byAlex Krizhevsky outperformed other computer visionalgorithms to achieve the new state of the art in theImageNet Large Scale Visual Recognition Challenge. ⁶This model, AlexNet, signaled the start of a new DL era.As AI technology has developed and become moreprevalent in real-world systems, artists have beenexploring its limits and potentials, adapting these modelsto their own practices. As the number of scientificpublications on AI grows exponentially, it is useful tomap out the influential papers, and related applications,to help track the evolution of the AI-Art space in relationto the technological advances. ⁷ Figure 1 shows atimeline of the development of generative models forimages and text. Using this diagram, we can make a fewobservations on the past ten years: the dominance ofGANs for image generation, the influence of theTransformer on Large Language Models (LLM), and thegrowing interest in multimodal approaches andtranslation models.

The starting period of image generation using DNNs canbe traced back to the creation of the Variational Auto-Encoder (V AE) in 2013, and the Generative AdversarialNetwork (GAN) in 2014. ⁸, ⁹ These models showeddifferent ways in which a NN can be trained on a largedataset, and then used to generate outputs thatresemble but do not copy the original dataset.
For much of the past decade, GAN art has been adominant and defining element of AI Art. GANs aretrained using a competitive lying game, played by two
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players: the Generator and the Discriminator. TheGenerator wins by making an image that theDiscriminator thinks is from the original dataset. TheDiscriminator wins by successfully identifying whichimages the Generator has made. By playing this gamerepeatedly, both sides slowly learn when they have beenfooled and remember information so they don’t fall forthe same tricks again. The Generator gets better atmaking images, and the Discriminator gets better atdetecting these fakes. At the end of the game, we areleft with a Generator that is very good at generating newimages, with the qualities and style of our original inputs.After the original GAN paper, there was a rush ofexploration of this new technique for generating images.Alongside general improvements to the models’architecture and stability, new ways of guiding theoutputs and applying GANs to specific problems werealso explored. ¹⁰ , ¹¹ 
Image-to-Image Translation with Conditional AdversarialNets (2016), also known as pix2pix, showed a process ofconverting one type of image into another type. ¹² MarioKlingemann’s work Alternative Face (1) used the pix2pixmodel with a dataset of biometric face markers and themusic videos of the singer François Hardy. This allowedhim to control the movement of the face with this formof digital puppetry, which he then demonstrated bytransferring the facial expressions of the politicalconsultant Kellyanne Conway onto Hardy’s face as shetalks about “alternative facts.”
In 2015, on the Google research blog, the postInceptionism: Going Deeper into NNs described a toolthat attempted to understand how image features areunderstood in the hidden layers of the NN. ¹³ Alongsidethis post they released a tool called DeepDream. Thismodel enhances an image with the NN's attempts to findthe features of the dataset it was trained on. Thecreative use of DeepDream was proposed by theauthors in the original article “It also makes us wonderwhether neural networks could become a tool for artists—a new way to remix visual the creative process ingeneral.” ¹³
DeepDream’s psychedelic imagery quickly caught theattention of the internet and of artists around the world,resonating with those interested in understanding thecrossover between biological and neurologicalconstruction of images. Memo Atken’s work All WatchedOver By Machines Of Loving Grace (2): Deepdreamedition, hallucinated over an aerial photograph of theGCHQ headquarters. This work raises questions aroundthe motivations of the organisations funding thedevelopment of AI, and in doing so make the dreamlikequalities a little more nightmarish.

In the same year, the paper A Neural Algorithm ofArtistic Style introduced a DNN “to separate andrecombine content and style of arbitrary images,providing a neural algorithm for the creation of artisticimage.”¹⁴ Neural Style Transfer (later known simply asStyleTransfer) takes two inputs, a style image and acontent image, it extracts textural information from thestyle image and compositional information from thecontent image, then generates an image with minimaldistance between the two. The paper demonstrates thiswith images of a photograph represented in variousstyles of famous paintings, such as Van Gogh’s TheStarry Night.
In 2017, CycleGAN continued with the problem of image-to-image generation shown in pix2pix, but removed therequirement of aligned image pairs being needed fortraining. ¹⁵ Instead a set of source images and a set oftarget images that are not directly related can be used.The advantage of this is it is simpler to scale to largerdatasets, making the process more accessible forartists. Helena Sarin has been using CycleGAN for anumber of years, and recently in Leaves of Manifold (3)(4) she collected and photographed thousands of leavesto build her own training dataset, and then implementeda custom pipeline with changes that improve resultswhen working with smaller datasets. This personalisedapproach in crafting the models resonates with thehand-made, collaged aesthetic of the images generated.
Other notable developments to GANs broughtimprovements to image quality and resolution.¹⁶ ¹⁷  Inlate 2018, the release of StyleGAN, a model built on acombination of ideas from Style Transfer and PGGAN,demonstrated very convincing images of human faces.¹⁸In his article “How to recognize fake AI-generatedImages”, the artist Kyle McDonald investigated theimages generated by StyleGAN, and highlighted thevisual artefacts he found.¹⁹ At a glance these imageslook like photographs, but on closer inspectionirregularities such as patches of straight hair, misalignedeyelines, or mismatched earrings reveal the difficultiesGANs have in managing “long-distance dependencies” inimages.
In 2017 the paper Attention Is All You Need proposed anew network architecture called the Transformer.²⁰ Thismodel addressed the long-distance dependency issue inRNNs and CNNs by rethinking how we could handlesequences. Rather than looking at a sentence word byword, the Transformer observes the relationshipbetween all elements of the sequence simultaneously.Being able to better handle long distance dependenciesmeant the Transformer was appropriate for naturallanguage generation. Artists have explored the use of
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VAEs for short text generation, but with the emergenceof LLM passages of long, coherent, texts could begenerated.²¹  As dataset sizes increased, along withhardware costs for training these large models, theyhave become harder for individuals to train themselves,and the mode of interaction has shifted from curateddatasets and homemade scripts, to web APIs and third-party services. While it is more difficult to participate inthe training process, the availability of services andinterfaces provides new ways of working with thesemodels that can produce less technical and more playfulapproaches. For example, Hito Steyerl used GPT-3 tocreate Twenty-One Art Worlds: A Game Map anddescribed the process as “fooling around” with GPT-3 towrite descriptions of different Art Worlds.²² In theresulting text it is difficult to distinguish which wordsmay have been written by Steyerl and which werewritten by GPT-3. 
The learnings from LLM for text generation were soonapplied to image generation (Image GPT, VisionTransformer), and the simultaneous release of CLIP andDALL-E in January 2021 signaled the start of a new eraof image generation.²³, ²⁴ Although the DALL-E modelwas not released, CLIP was made available to the public,and the model was quickly adopted by AI artists whoapplied the idea of CLIP guidance to various imagegeneration techniques. Ryan Murdock produced thecolab notebooks DeepDaze (5) (combining CLIP andSIREN) and BigSleep (6) (CLIP and BIGGAN), which weresubsequently adapted by Katherine Crowson in thewidely distributed VQGAN+CLIP (7) notebook.
The paper Denoising Diffusion Probabilistic Modelsintroduced a different method for creating generativemodels.²⁵ This technique trains a model by addingincreasing amounts of noise to an image and thenhaving the model remove the noise, resulting in a modelthat can generate images from only noise. Diffusionmodels, when combined with CLIP or other conditioningprocesses, enable much faster text-to-imageprocessing. The popularity and accessibility of thesetechniques was further raised by the release of DALL-E2 and Midjourney in 2022. Midjourney became sopopular it is now the largest Discord server with over 5million members. Following the releases of theseproducts, open-source models such as Stable Diffusionhave also been developed. There are many benefits ofusing free and open-source models for artists. Beingable to modify code and develop on your own softwareallows the artist to pursue their own experimentalapproaches, not restricted to the interface designed bya service provider.

The artist's involvement in generating new images withthese models is vastly different to working with GANs.Rather than building custom datasets and trainingmodels, instead the focus has shifted to writing promptsthat can generate the images the artist wants to find,and designing interfaces for exploring these promptsand their translations. The artist Johannez coined theterm Promptism for describing his art practice, andwrote a humorous Prompist manifesto using GPT-3.Against a backdrop of models trained on hundreds ofmillions of images scraped from the internet, includingmany artists’ portfolios, the manifesto asserts “Theprompt must always be yours.”²⁶
Artist-Guided Neural Networks

Many papers discuss AI from the point of view ofcreativity taking mostly one position of two: either AI asan amazing tool for artists and creativity, or AI is seen assomething negative in art. It is easy to see that thepeople from industry advocate for the first position, andtheory scholars for the second one. But, how dopractitioners see contemporary AI technologythemselves? And in which ways AI is deployed in artpractice? Hence, it is not the focus of this paper todiscuss whether AI can make art, but rather how AI canbe useful for artists and what new ideas it can offer. Byusing practice-based research methodology, we decodethe role of AI tools in artistic practice and trace theevolution of such artistic work. In this paper, the practiceof artist duo Varvara & Mar was used as a case study,which provided us with the insides in this research. Wedivide the case studies into four categories based onmedium: synthetic image, synthetic text, synthetic form,and translation models. From the view of thepractitioner, the limitations, new possibilities, andchange in production processes are discussed.
Synthetic Image

Our DL exploration began in 2017 with GoogleDeepDream, focusing on image generation. The conceptbehind Neuronal Landscapes (8) project was to imaginehow Estonian landscape will look like in 100 years’ time(commission work for the Estonian History Museum).Through synthetic vistas created by machines, theartwork offers a glimpse into the environment from amachine's perspective, immersing viewers in ahallucinated neural net simulacrum. To depict theevolution of Estonian society over time, from forests andfarmlands to urbanization and digitalization, a 360o VR
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video was created. Filmed with drone-mounted two360o cameras, the footage was edited and processedusing DeepDream. The rendering process spanned 30days on powerful machines with Nvidia TitanX GPUs.While some customization was possible, the algorithm'saesthetic footprint remained prominent.
In the next art project, ProGAN was deployed. For thefirst time we worked with datasets and training GANmodels. Plasticland (2019) (9) talks about plastic wasteand ecological problems this material causes. Wecomposed four different datasets of images of layeredplastics in our planet: landfills, plastic on top of water,plastic underwater, and plastiglomerates. The ProGANmodel was trained on a local machine using pyTorch andtook a week to train, and the artist used a selection ofgenerated images to create a video composition. Ametal totem displaying those synthetic, as plastic is,layers, we draw attention not only to the problem ofwaste but also question whether AI has some similaritywith this material. Since the invention of plastic, thismaterial was applied almost everywhere because of itsperfect qualities, until we realised that it is notsustainable and ecology-friendly. Will a similar storyhappen with AI? From the practice-based researchperspective, this work shows artists’ desire to movefrom a still to moving image and towards sculptural formthat is held back by the early stage of machine learningtechnology: low resolution images jumping from oneframe to another.
The next artworks POSTcard Landscapes fromLanzarote I (00:18:37) and II (00:18:40)10 in 2021demonstrate the artist's ability to create video workswith StyleGAN2. The hypnotic appearance of theseworks, where one frame morphs naturally into another,shows the artists' ability in guiding the outputs of theneural network. Vector curation and composition of ajourney through the latent space, created by training themodel on specific datasets of 2000+ images, werecrucial and integral parts of the artistic process. Theartwork talks about critical tourism and how circulationof images representing touristic gaze overpower thenature of seeing. In the words of Jonas Larsen “‘reality’becomes touristic, and item for visual consumption.”²⁷Hence, we scraped, where licence allowed, the location-tagged images from Flickr and composed two datasetsof photos categorised as tourism or landscape. As wehave written earlier: “The two videos are random walksin the latent space of the Stylegan2 trained models,creating a cinematic synthetic space. The audiovisualpiece shows an animated image through the meltedliquid trip of learning acquired from the datasetcomposed of static images. The video flows from pointto point, generating new views and meaning spaces

through the latent space’s movement. The audio wascreated after the video was generated in response tothe visual material to complete the art piece.”²⁸ Thesound for local or landscape view was created by asound artist from Lanzarote, Adrian Rodd, who aimed togive a socio-political voice to the piece. In contrast, thesound design created by Taavi Varm is a soundscapereplying to touristic gaze. The artists aimed to initiatecollaborations with others but also to experiment withhuman-AI co-creation. In a similar vein is the artworkPhantom Landscapes of Buenos Aires (11) (00:20:00,2021), with sound work by Cecilia Castro.
Our last experiment with GAN models Synthetic-scapesof Tartu (00:10:00, 2022), demonstrates a differentapproach. Taking a dataset composed from our ownvideo footage (flaneur walks), we first produced thesound (a composition by Taavi Varm, Ville MJ Hyvönenwith piano by J. Kujanpää) and used this to inform thedirection of the video. The result was a sound-guidedAI-generated visual output.

Synthetic Text

In this section, we focus on artwork incorporating AI textgeneration as part of the artistic concept. Our journey totext generation started with the online participativetheatre project ENA (12) and ended with a hand-boundpublication.
During the first lockdown in May 2020, together withtheatre maker Roger Bernat, we created an onlineparticipative theatre piece ENA on the website ofTheater Lliure in Barcelona. ENA is a generative chatbotthat talks to its audience, and together (AI andaudience), they make theatre. As we have describedbefore: “Although in the description of the project it wasstated explicitly that people were talking to a machine,multiple participants were convinced that on the otherside of the screen another human was replying to them—more precisely the theatre director himself, or at leastan actor.”²⁹
Analysing synthetic books, Varvara Guljajeva hasstressed the importance of human input in the AI text-generation systems.³⁰ In addition, one also needs toguide the audience participation and interaction with thechatbot. For this purpose, we have adopted thetraditional theatre method for guiding actors, as a wayto guide the audience, and thus, the bot, too. Stagedirections were used as a guiding method, whichtriggered thematic conversation and offered meaningfuldialogue between humans and the AI system. We found
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the conversations so meaningful that we decided topublish a book that contains all the conversations withENA.
With this project, we learned that it is essential to guideneural networks via audience interaction. In order to dothis, it is also necessary to guide the audience. Withoutaudience interaction guidance, it is nearly impossible toachieve meaningful navigation of neural networks.

Translation models

This category focuses on translation models that enableinteractive and installation-based formats. Translationrefers to the conversion of mediums, or as we put it,translation of semiotic spaces. To illustrate this, weintroduce Dream Painter (13) an art installation thattranslates audience’s spoken dreams to a line-drawingproduced by a robot (Figure 2). As described earlier:“Dream Painter is an interactive robotic art installationthat explores the creative potential of speech-to-AI-drawing transformation, which is a translation ofdifferent semiotic spaces performed by a robot. Weextended the AI model CLIPdraw which use CLIPencoder and the differential rasterizer diffvg fortransforming the spoken dreams into a robot-drawnimage.”³¹ “Design- and technology-wise, the installationis composed of four larger parts: audience interactionvia spoken word, AI-driven multi-colored drawingsoftware, control of an industrial robot arm, and kineticmechanism, which makes paper progression after eachpainting has been completed. All these interconnectedparts are orchestrated into an interactive andautonomous system in a form of an art installation[...].”³² Out of all the projects discussed, this was themost difficult to realise. This is because of the largescale of the artwork, and multiple parts of software andhardware that need to run automatically andsynchronously.
In this project we investigated how guidance of neuralnetworks could be interactive and real-time instead ofnon-interactive and pre-determined, as shown inprevious examples of our work. It is important to noticethat methods, such as dataset composition and outputcuration were not used in this case. In fact, visual outputcuration is totally missing. The artists created aninteractive system to be experienced and discovered bythe audience. This means the audience determines theoutput. Instead of curating a dataset, a CLIP model isused that can produce nearly real-time output guided bya text prompt. As we have written earlier: “Translation ofsemiotic spaces, such as spoken dreams to AI-

generated robot-drawn painting, allowed us to deviatefrom image-to-image or text-to-text creation, and thus,imagine different scenarios for interaction andparticipation.”³³ 
This project indicates our search for transformativeoutputs of AI technology, and thus, shows the evolutionin practice. By extending available DL tools andcombining with other technology, for example, text-to-speech models, real-time industrial robot control, andphysical computing, it offered an interactive robotic andkinetic experience of neural network latent spacenavigation. This contributes towards the explainability ofAI because the audience could experience how thewords affected the drawing, and which concepttriggered which outcome.
Being inspired by Sigmund Freud's work on theinterpretation of the human mind while unconscious, wespeculatively ask if AI is powerful enough to understandour dreamworld. Through practice we question thecapacities of neural networks and investigate how farwe can push this technology in the art context. Thisartwork allows the audience to experience the limits ofconcept-based navigation with AI. The system is unableto interpret and can only illustrate our dreams. It cannotunderstand the prompt semantically and only gets theconcepts.

Synthetic Form

In this section, we ask how artists can guide neuralnetworks when creating volumetric forms, and whathappens when AI meets materiality. After working for awhile with DL tools that produce 2D outputs, it is anobvious step to explore possibilities to produce 3Dresults. To our surprise, it was not an easy task to findthe solution (Oct 2021). Psychedelic Forms is a series ofsculptures produced in ceramics and recycled plasticthrough which we investigated the possibilities of AI inproducing physical sculptures. The project re-interpretsantique culture in the contemporary language andtools.³³
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Figure 2. Kuka industrial robot painting audience’s dreams. Installationview of Dream Painter. ©Varvara & Mar.

Figure 3. Ceramic sculpture guided by 3D object and text prompt, 3Dprinted in clay, and glazed manually. ©Varvara & Mar.

Following the same paradigm shift as in the previoussection, text2mesh is a CLIP-based model that does notrequire a dataset, but a 3D object and text prompt asinput.³⁴ Hence, the model actually does not create a 3Dmodel but stylises the inserted one, guided by inputtedtext.
We decided to go back to the origins, in terms of ancientsculptures and material selection. Although it was saidthat there was no dataset, we still had a collection of 3Dmodels of ancient sculptures because, by far, not allproduced a desirable output. In this sense, there wasdefinitely an output curation present in the process.
The criteria for selection were the following: first, theform had to be intriguing, and second, it should bepossible to produce it in material afterwards. It was clearthat we had to modify each model because the physicalworld has gravity, and the DL model does not take thisinto account. Some generated models were discardedbecause they were seen as not-fixable, althoughinteresting in their shape.
The process demonstrated here is quite an unusual wayto create an object. After extensive experimentation withthe tool, we learned how certain words triggered certainshapes and colours. This knowledge gave us a chanceto treat text prompts as poetic input. Thus, we createdshort poems to guide NN. The best ones survived astitles and are reflected in the forms.
The artists did not strictly follow the original model buttook the creative liberty to modify the shape anddetermine the colour by manually glazing the sculptures.The dripping technique was used for colouring thesculptures. This served as a metaphor for liquid latentspace and the psychedelic production process (this wasthe artists’ inner feeling about the creative processbecause they did not know what results would be

achieved in the end). Sometimes, AI-generated vertexcolouring was taken as inspiration, sometimes totallyignored. Nevertheless, digital sculptures were exhibitedalongside the physical ones to underline thetransformation and human role in the creative process.Although ceramic sculptures were 3D printed in clay, thefabrication process had to follow the traditional way ofproducing pottery (Figure 3). Since the artists had neverengaged in ceramics before, the whole productionprocess felt psychedelic: unexpected neural networkprocesses led to transformation by numerical, physical,and chemical processes, all guided by both the artistsand chance. Hence, the art project highlights therelationship between different agencies.
In the end, we can say that AI is not prepared for thephysical world. It created nice images, but when onewants to materialise the output, it requires considerableadditional work. However, those extra processes werevery rewarding and creative in our case. In this project,AI served as an inspiration or a departing point morethan anything else. In other words, the experimentalphase of technology is necessary for experimentalpractices, and this can lead to the creation of a newproduction pipeline. The fine line between control andchance when guiding the neural networks and relatedprocesses is likely the main creative drive for the artists.

Discussion

According to the media hype around AI, this technologyis intelligent enough to create art autonomously.³⁵, ³⁶However, the reality is different. A computer scientistand a co-inventor of Siri Luc Julia, AI does not exist. He
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advocates for machines’ multiple intelligences that oftenoutperform humans. However, machine intelligence islimited and discontinuous compared to humanintelligence.³⁷ Therefore, it is vital to have artisticpractices around this technology, as a counterbalance tothe AI fantasies served by the industry and mass media.
We see AI as a creative tool with its own possibilities andlimitations, which can stimulate artists’ creativity throughunexpected outputs. Research has shown that tool-making expands human cognitive level and constitutesevolution in culture.³⁸, ³⁹  Similarly, as a new tool,generative AI could potentially enrich creativity byallowing new production pipelines that can createunique results.
Coming back to the synthetic images, we can say thatall machine-created synthetic image-based worksdiscussed here have particular aesthetics: both withDeepDream and GAN. Unlike the output of GANs,DeepDream has a more recognizable style and can beseen more as a filter that transforms every inputtedimage instead of learning from the given dataset.Regarding GAN aesthetics, such visual appearance isinherited from two entities to a large extent: the datasetand the model itself. GANs have a particular footprint, asseen in all works produced with this model. The visualpalette comes from the used datasets. For example, if adataset is homogeneous (only landscape images), thenwe will easily recognize landscapes in the generatedoutput. However, if images in the dataset have a lot ofvisual variation, the output is rather abstract. POSTcardLandscapes from Lanzarote II illustrates this well. Also,when photos in the dataset look similar, the output willalso be similar, as was the case with the Synthetic-scapes of Tartu video work where frames from recordedflaneur walks in a city were extracted. When we talkabout video works generated with the neural net, thenmanual guidance of latent space offered more variationsthan an audio-led approach.
Synthetic image works have encouraged us to work withformats like images and videos that we did not engagein before in our art practice, but we found it excitingworking with AI and video. For example, AI videogeneration has some affordances, like starting andending can be done in a perfect loop since images aresynthetically generated. However, creating real-time AIwork is much more complex because some models aretoo slow. It might take a few minutes to render a singleimage. The limitations inspire us to devise new solutionsand work in new mediums. Moreover, the limitations ofthe medium have always been a good challenge for ourcreativity.

Working with GANs or other image-generation tools hasbecome much easier in recent years, although it used tobe quite difficult. We must note that for practitioners,easy-to-use tools, such as DALL-E and Midjourney, offerlittle creative freedom, and thus, are less attractive tothe artists. Those products tend to instrumentalize theuser rather than the other way around. At the same time,open- source models offer more creative freedom andenable broader use of artistic ideas.
The work with generated text demonstrates that AI isnot context-aware but maps concepts automaticallywithout understanding semantics. More importantly, asshown in the ENA project the audience must also beguided alongside the AI. In the case of ENA, stagedirections were used, and in the Dream Painter project,the concept of dream telling was applied to guide theparticipants who in turn guided the neural net throughtheir interaction, creating a chain reaction. Navigatingconcepts in latent space is artistically interesting andinspiring, this was especially evident when working withform. The artists went beyond semantics and learnedhow to guide neural networks with a text prompt and 3Dobject.
The presented practice represents a paradigm shift inmachine learning, moving away from composingdatasets for GANs and toward translating semioticspaces enabled by diffusion models. The evolution inpractice shows how artists discover and learn to workwith the DL toolset, embracing its possibilities andlimitations. In the case of practice-based research,practice can be seen as a lab for testing artistic ideaswith technology through chance until control isencountered.
(1) https://underdestruction.com/2017/02/04/alternative-face/
(2) https://www.memo.tv/works/all-watched-over-by-machines-of-loving-grace-deepdream-edition/
(3) https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
(4)https://twitter.com/NeuralBricolage/status/954027624728354821
(5) https://github.com/lucidrains/deep-daze
(6) https://github.com/lucidrains/big-sleep
(7) https://github.com/EleutherAI/vqgaclip
(8) https://var-mar.info/neuronal-landscapes/
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(9) https://var-mar.info/plasticland/
(10) https://var-mar.info/postcard-landscapes-from-lanzarote/
(11) https://var-mar.info/phantom-landscapes-of-buenos-aires/
(12) https://var-mar.info/ena/
(13) https://var-mar.info/dream-painter/

Conclusions

In this article, we have summarised DL developmentfrom the perspective of artists’ interests concentratingon the image, video, text, 3D object generation, andtranslation models. We applied practice-based researchmethodology to investigate the role and possibilities ofrecent co-creative AI tools in artistic practice.
It is difficult to keep pace with AI development. In lessthan a decade, we have gone from blurry black-and-white faces to impressive high-resolution images guidedby text prompts. The user level has gone from difficult toeasy, which on one side, broadens possibilities forcreation, but on another, it diminishes experimentationand creativity, since AI outputs seem ready-made. Thisis also demonstrated by the explorative nature of thebody of work presented here.
Furthermore, it was noticed that creative AI, especiallyGAN models, have recognizable aesthetics, which, in thelong run, become repetitive. This led to the change oftools by the artists. The curation of datasets, models,and outputs, along with neural network guidance, havebecome the toolset of an artist working with AI. Finally,these models can generate multitudes of outputs, butthe art is giving the right input to guide the desiredoutput and selecting the results that best serve theconcept.
As Andy Warhol had envisioned in 1963, eventually, artproduction will become mechanised and automated. Inhis own words: “I want to be a machine”, which was alsoa reflection on that time's vast industrialization process.Resonating with today’s deep learning age: I want mymachine to do art.
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