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Abstract

With around 5.5 billion requests per day, Google is the most used search engineworldwide. Google Search identifies users online by collecting personal data—including anIP address, yet when using the Tor browser, a users’ IP address remains obscured. BlackBox versus Black Bloc employs Alexander Galloway’s eponymous essay to structure theeffects of Google Search (The Personalised Subject) compared to that of the Tor Browser(The Anonymous User). Departing from the "data subject," I adopt the internet protocol(IP) address as an organisational hinge to show the effects of search on (us)ers—"subjectivities of search" and "agencies of anonymity," organised into ‘collaborativecollectives’ according to degrees of human-algorithmic interaction. The key difference isthat I choose to be in the "anonymous Tor collective," trusting my privacy to unknownhuman actors instead of putting trust in Google that assigns me to particular groupsthrough their non-transparent process of collaborative filtering, without human agency.
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Introduction

"Many people I have talked to have mentioned that theyare careful about what they type into search enginesbecause they know it’s being recorded and that limitsthe boundaries of their intellectual exploration."¹ 
Since the rise of information technologies during thepast 50 years, searching online has become one of themost popular human activities. With around 5.5 billionrequests per day, Google is the most used searchengine worldwide. Whereas ubiquitous computingdescribed how electronic devices are interconnected,thereby making the communication of data pervasive,²the sociotechnical organization of "ubiquitous googling"³ is now a daily habit where "users" searches producedata that make users findable, even as they wander.⁴With their IP (Internet Protocol) address collected aswell as keyword searches and search histories, the past20 years users frequently employed Google forinformation, medical advice or even research, therebycreating vast amounts of data. This "database ofintentions" is now "a massive clickstream database ofdesires, needs, wants, and preferences that can bediscovered, subpoenaed, archived, tracked, andexploited for all sorts of ends."⁵  One of the ends ispersonalisation as currency, where users pay with dataand what they receive are the currency of the web—customised URLs, based on their searching habits(browsers, location, histories).⁶ 
Besides data collection, the incorporation of userinteraction—keyword search queries, impressions andclicking on links—is tied to an economic logic,advertisement, which facilitates ranking andrecommendation on the part of the platform thatintervenes.⁷ This type of platform capitalism⁸ isdisrupting entrenched business models by highlightingas well as hiding—downplaying the labour of users andfree data as platforms promote the horizontality of theirservices—yet they are not flat. Google Search "is apersonal information economy where the standardexchange is service for profile"⁹ part of the capitalistic"service/dataprofile/ advertising complex."¹⁰ Thus, overtime, Google transferred itself into an advertisingcompany, producing not just search results, butcapitalising on "informational rationality of generatingvalue from advertising and audience labour."¹¹
Through human-computer interaction with theirubiquitous googling, human bodies and their cognition,affect and interests have become valuable resources asdata-subjects. With the "extraction activities" of userdata by Google, a new asset class was created, or

"surveillance assets"—providing a genuine marketexchange.¹² Yet this data shapes users reciprocallythrough human-computer interaction. This results infragmentary user subjectivity in deterritorialized spacesand it is the transformations of search subjectivities,where "bodies are mostly addressed at the level ofaffect and cognition"¹³ that is cause for concern. Thethoughts and values of users that are inscribed inqueries are transferred into predictions, whichsubsequently produce not only products forcorporations but incites changes in users’ searchbehaviour. Thus, the habit of search by users producesenormous amounts of data, generating profits forGoogle but also facilitating the recursive feedback loopthat organises (us)ers.¹⁴
However, there are ways to circumvent personalizationand to reimagine search. Building upon the notion of"cyberspace privacy" that applied encryptiontechnologies during the 1990s,¹⁵ at the beginning of thelast decade the ‘privacy turn’ took effect. The Nymwars(2010-2014) debated pseudonymity (the ability to havehidden identities when online) and the Snowdenrevelations (2013) exposed Five Eyes surveillance oncitizens and corporate collusion. This resulted in anincrease in usage of privacy technologies such as Tor(The Onion Router), an anonymity p2p browser that is ameans to search online without divulging a user’s IPaddress. Although controversial, there are manysituations and "rationales for anonymity"¹⁶ which aredependent on the context and situation, offline as wellas when searching online.
This paper draws on my small data sets from an"experiment in living"—searching as a personalisedsubject with Google and an anonymous user with Tor.Departing from the data subject, I use the IP address asan organisation hinge to demonstrate the effects on(us)ers through a discourse analysis and a diagram. Icombine these effects with Alexander R. Galloway’sBlack Box, Black Bloc,¹⁷ which provides a conceptual(and technological) framework to synthesise the resultsfrom these two search methods. Derived from theeffects, I then explain how each ‘collaborative collective’,Subjectivities of Search (Google) or Agencies ofAnonymity (Tor) differs, based on degrees of human andnon-human interaction. 
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Figure 1: Experiment in Living: Google vs Tor

Experiment in Living: Google vs
Tor

In order to discover how Google search organises(us)ers, I designed an "experiment in living"¹⁸ andcollected data on myself in my office. (Figure 1) Thissmall study facilitated my understanding of the behind-the-scenes constellations of agents (protocols,algorithms and myself) that determined my searchresults. The research was conducted on two computers:one using Google search in a Firebox browser on acompletely ‘personalized’ Mac (signed into a Gmailaccount, no ad blocking plug-ins, no incognito, etc.).With personalisation, Google customizes its algorithmsin regard to IP address, keywords queried, searchhistory and browsing habits to offer relevance andrecommendations. The other computer is a Lenovo PCwith a Debian operating system running the Tor browserthat ostensible offers anonymity by hiding the IPaddress.
I used a set of keywords selected from texts I wasreading at the time (2016) and I call this datasetRe:search: Terms of Art: Accelerationism, AestheticTurn, Anthropocene, Artistic Research,Contemporaneity, Creative Industries, CulturalEntrepreneurship, New Aesthetic, Object OrientedOntology, Performativity, Post Digital, Post Humanism,Post Internet, Post Media, Transmedia. I gathered thedata manually (I did not programme it to scrape thedata) and saved the entire web page of the 1st page ofresults, along with the 10th, 20th, 30th, 40th and 50thetc. pages for the data set. This empirical ‘experiment inliving’ in my office enabled me to capture two forms ofaddress when searching online, one as a personalised

subject with my IP address recognized by Googlecontrasted by being anonymous online with Tor, wheremy IP address is hidden.
Black Box, Black Bloc

One of the ways the protocological ‘determines controlafter decentralisation’ is through the configuration of therelationship between TCP/IP and DNS (Domain NameServer), as they are "political technologies." ¹⁹ TCP/IP isnow the standard internet protocol suite and DNS, whichruns parallel to HTPP in the application layer (7th), isresponsible for translating the domain names intonumerical IP addresses in order to identify devices andlocate them within the network protocols. GoogleSearch facilitates not only communication betweenparties to deliver search results (and advertisements),but the identification of ‘subjects’ and data collection,including the IP address. Conversely, with the Torbrowser, the IP address is part of the protocol thatfacilitates the transport of data but the IP address is notrevealed because of layers of encryption within the Torp2p network.
By applying the IP address as an organisational hinge, Ishow the effects of search engines on (us)ers, drawingon my results as a "personalised subject" and as an"anonymous user." With a ‘personalised subject’, theblack box and the Intellectual Property (IP) of Google’sproprietary search algorithm is a form of "[in]visibilitymanagement."²⁰ situated within the "media arcane."²¹This blackness of the black box is also found in theBlack Bloc that is analogous to tactics of obfuscation,²² such as the Tor Browser, which, by obscuring the user’sIP address, facilitates an anonymous user. I applyAlexander R. Galloway’s Black Box, Black Bloc as aconceptual (and technological) framework to synthesiseresults from my two methods of search: "The black box:an opaque technological device for which only theinputs and outputs are known. The black bloc: a tactic ofanonymization and massification often associated withthe direct-action wingof the left. Somehow these twothings come together near the end of the twentiethcentury. Is there a reason for this?"²³
In the following I show the effects of these two methodsof searching through a progression of human/algorithmicinteraction. The structure of both these effects beginswith search algorithms interacting with myself as aresearcher collecting data online and as a data subject,who is protected by law. Since May 25, 2018 the GDPR(General Data Privacy Regulation) has beenimplemented in Europe, which regulates the collating,
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Figure 2: Subjectivities of Search

processing, storage and transmission of personal dataof EU citizens, or data subjects.²⁴ According to Article 4,the "data subject" is an end user whose personal datacan be collected through ‘direct identification’ with an IPaddress. It is the recognition of citizens as ‘datasubjects’ by their IP address that facilitates certaineffects and the organization of those searching online—through degrees of personalisation (black box), or not,with degrees of anonymity (black bloc).

Black Box (Subjectivities of Search)(Figure 2)
During my experiment in living, I interacted with GoogleSearch algorithms and used tools, such as my computer,as memory extensions or hupomnemata, to ‘note down’and collect data on myself—keywords and searchresults. This Technology of the Self can be used as aninstrument to analyse the relationship between thesubject and truth, where the ‘personalised subject’explores power constructs—how the subject constituteditself in one form or another, where "power is games ofstrategy."²⁵ As my search histories are constantlycollected by Google Search, the ‘personalised subject’ isnot a substance but a form, which is "not primarily oralways identical to itself" as it is changes in differentcontexts and situations. Through diverse practices suchas online interaction with search algorithms as "truthgames," this modern day "technology of the self"transforms me as a (data) subject. Personalised subjectsgoogle themselves at some point, either to measuretheir attention economy—where everything is based on

visibility—or to see what has been written or publishedabout them by search results and that they areindexed.²⁶ It has become the meter to measure success.Appearing higher in Google’s ranking, adding to one’svisibility, is a particular kind of attention seeking thatembodies Foucault’s figure of the "Homoeconomicus," oreconomical man.²⁷
Foucault was interested in the subject and morespecifically, "the way a human being turns himself into asubject" and part of his scholarship looks at the historyof discipline and what he came to term "biopolitics.""Foucault uses the term ‘biopolitics’ in order to elucidatehow political power is carried out on every aspect ofhuman life, making individuals and the Homoeconomicussomeone who is eminently governable."²⁸ Although theHomoeconomicus is often considered a rational agent inpursuit of self-interest, these subjectivity-defined endsare part of an economic civil society that operatesthrough production and exchange, which is part of thetechnology of liberal governmentality. Calculatedpractices (such as Google Search), permit individuals togovern themselves, which epitomises the biopoliticaland lies at the core of neoliberalism. Google searchfacilitates online tracking and (self) surveillance,simultaneously optimising searching subjects who arealso "[n]eoliberal subjects—small sovereigns—arealways searching, rarely finding."²⁹ Through thisinteraction, the subject is both recognised, and subjectto, the law.
In the early days of neoliberal capitalist ideology, beforeit was defined as such, Louis Althusser articulated formsof address through the framework of ideology, which hedeemed "interpellation." With the constitutive process ofinterpellation, this ideology is recognised by theindividual’s acknowledgement of becoming a subjectthat complicates their domination and subjugation. Theclassic example is that of Althusser’s policeman whoshouts at a passer-by “hey, you there!” in public wherethe individual then responds by turning around. "[B]ythis mere one-hundred-and-eighty-degree physicalconversion, he [sic] becomes a subject."³⁰ Previously itwas the police who asked the question: "Hey youthere?" Nowadays ‘personalised subjects’ enhance thepower structures of Google by recognising themselvesas subjects when searching online, who are interpellatedas "subjects" by automatically acknowledging theideology of Google Search by deciding to use it. Byclicking on links mostly found on the first page ofGoogle, Brin and Page’s "Trusted User" interacted withthe search engine and reinforced this ‘preferentialattachment."³¹ The Trusted User thereby actuates the
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‘relevance’ and ‘quality’ of the search results bysupplying feedback and data to Google, which itincorporates into subsequent search results.
In this orchestration of individuals and algorithmic actorson the stage of the internet, the efficacy of ‘onlinedisplay advertising’ comprises not only the agency ofhuman actors but algorithmic ones. By interacting withcontent on various websites, including Google Ads, visitsare recorded by tracking cookies that are instilled byanother actor, the ‘ad server’ and the ‘individuatedsubject’ produces a shadow. In the flow and ‘circulationof agency’ through its hyperlink journeys and its searchqueries...
"The impressionable subject is produced as what isbeing visited and what is being searched."³² Searchingsubjects provide data to Google, facilitating the trackingof "YOUs" that "resonates strongly with Louis Althusser’stheorization of ideology," which "represents theimaginary relationship of individuals to their realconditions of existence."³³  Whether there is "caring ofthe self"³⁴ or caring of the network (the other YOUs),with the "interpellated subject’s" interaction withplatforms such as Google Search, it becomes an effectof algorithmic ideology.³⁵ Sorted together with otherslike them, versions of multiple data selves are fed backthrough never-ending and recursive algorithmic loops.Comprised of a complexity of user subjectivities, theYOU addressed by Google search is, crucially, bothsingular and plural yet "[i]n its plural mode, though, it stilladdresses individuals as individuals,"³⁶ reflecting whathas come to be called the Digital Subject.
The Digital Subject is an abstracted persona createdfrom various data, records and archives, aggregatedtogether to form what comes ‘after the subject, requiringnew ways to understand how it connects to thesubjectivities of living persons, something that ismapped onto living persons. With profiles in constantflux, temporalities and degrees of correlationsupposedly enable better personalisation and "[i]t is alsothrough the distance that digital subjects become moreor less personalised or multiple—put together anddisaggregated." ³⁷ This ‘real-time’ collation of data onthe "data subject" a.k.a. a Trusted User of GoogleSearch, creates algorithmically produced entities of‘Data Dust’ as an object of knowledge, which iscomprised of dividuals ³⁸ data shadows³⁹ datadoubles⁴⁰ and data derivatives. ⁴¹ These simulacra arenot representative of real ‘individuals’. Instead, they areencompassing elements, bits, points—"the fragments ofregistered behaviour, which are extracted from the flowof data for specific purposes."⁴² These entities of DataDust find others like themselves not in the "meat space"

apartments of urban cities, or in towns scattered acrossflatlands, mountains andvalleys, but in worldwide datacentres.
These numerous entities of the subject—Subjectivitiesof Search—are constructed by the very data that‘personalised subjects’ give away when habituallysearching online. Nowadays the subject ‘is potentiallyreduced to the pure $ (the divided subject)’ as a‘Machinelike Other’. ⁴³ Moreover, the construction of the‘digital subject’ stems from the continuous production ofinscribed personal data, resulting in ‘new forms ofsubject construction that arise out of computationalprocedures and are employed by various forms of powerto distinguish, map, and capture not only subjectivities,but also non-humans and physical things that inhabitthe world’. ⁴⁴ Engaging with algorithms of GoogleSearch, this hybrid form is Haraway’s cyborg—a site ofcontestation, challenging any traditional demarcationline between the human and the machine and insteaddefers to a space of patterning through the verytechnologies that comprise the database. Expressedotherwise, with the reconfiguration of subjectivitiesthrough technics and distributed cognition, ‘humanbodies as cyborgs—as human machine systems—are inturn systematically combined into modes of“Cyberorganization”’. ⁴⁵ As with the cyborg,Cyborganization is not an extension of the human agentbut perhaps rather ‘the agent is an extension of themachine’ and ‘remains forever unfinished’,simultaneously controlling the flow of information backto searching subjects. ⁴⁶
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Figure 3: Agencies of Anonymity
Black Bloc (Agencies of Anonymity)
In the preceding section, I explained the effects,Subjectivities of Search, determined by the Black Box(Google Search). I return now to the other half ofBlackness, the Black Bloc and its effects, based on mymethod of searching with the Tor browser (Figure 3).
The ‘Online Disinhibition Effect’ argues that onlinebehaviour differs from ‘real’ world behaviour,emphasising the notion of invisibility because whenpeople communicate with each other online they mostlydo so in written form, as they do not see each other andthus are more apt to express themselves withoutinhibition. ⁴⁷ In regard to the Snowden revelations, whenasked whether spying on citizens is justified andwhether citizens should be willing to exchange privacyand anonymity for increased security, the predominantrationalisation is that state surveillance is positive as itprotects people from terrorism, often ending with ‘I’veGot Nothing To Hide’. However, people often feelimmune to surveillance because they haven’t committeda crime, yet ‘[a]ccountability is commonly raised as oneof the reasons behind which people should provideidentifiable information in online settings. When peopleprefer not to share their names, they’re assumed to havesomething to hide’. ⁴⁸
In the early days of the web, ‘[t]he ability to participateanonymously or, as was and remains far more common,pseudonymously was an integral part of why Barlow and

other net utopians saw the Internet as valuable’. ⁴⁹ In the1990s users had ‘monikers’ when they signed intochatrooms, later on they created email addresses foreach different service they signed up for. Besides ‘trafficanalysis’ and ‘mixed networks’—the basis for Torencryption— Chaum’s other contribution to knowledgeincluded ‘digital pseudonyms’, which is ‘a public key usedto verify signatures made by the anonymous holder ofthe corresponding private key’. ⁵⁰ Weisner, described‘digital pseudonyms’ as a means to insure privacy withinnetworked societies. ⁵¹ Instances of Pseudonymity donot mean that one is completely anonymous, rathervarious pseudonyms can be linked together to formeither an ‘online identity’ or Online Persona, which ‘hadcome alive in a new social practice: the virtual world ascontext for explorations of identity’. ⁵² One reason tobuild these constructed online personas is that they‘also offer sites of reinvention, liberation, and play. Fakeaccounts and performed identities testify to that’. ⁵³
Persona building goes hand in hand with crawling theDark Net in that it is replete with pseudonyms and falseidentities. In attempts to reach ‘total anonymousfreedom’ Dark Web Social Net (DWSN) members‘customise their aliases, avatars, pseudonyms throughwidgets and in such a way that ‘[o]ne does not use afake account every time; one builds a persona’. ⁵⁴ Whenall of these pseudonyms are collated by malevolentactors to construct personas, together they can form anonline profile. However, there are tactics to prevent thisfrom happening. K-anonymity: A model for protectingprivacy would alter released information based onscaling, where the greater number of candidates, the‘more ambiguous the linking, and therefore the moreanonymous the data’. ⁵⁵ Analogous to the increasedstrength of anonymity with a larger amount of Tor users,the efficacy of ‘scaling’ tactics with K-anonymity arenowadays limited due to fact that the storage of datacontinues to become easier and cheaper ascomputational power increases and companies canexamine this information in ‘real time’.
In regard to these problems, Obfuscation is necessary inan era of online tracking and its use-value is in‘mitigating and defeating present-day digitalsurveillance’. ⁵⁶ Applying tactics of secrecy anddeception to combat asymmetrical relationships ofpower, the guide shows various methods of resistancethat, while they might be considered ‘weapons of theweak’, afford some amount of autonomy for the user.Moreover, these tactics prevent various shields ofrecognisability—how signals or information could beinterpreted, transmitted or shared by enemy parties.With personalisation, the IP address plays a crucial rolein the identifiability of the user along with the ever-
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increasing amount of data collected and sharedbetween search engines and third parties. As a reactionto the public realisation that search companies (notablyGoogle) were logging, storing and analysing the searchquery logs of individuals, ‘TrackMeNot’ (TMN) is‘designed to achieve privacy in web search byobfuscating users’ queries within a stream ofprogrammatically generated decoys’. ⁵⁷ Another ‘tacticalmedia’, AdNauseum is a browser extension that floodsGoogle Search with false queries, clicks and likes all ads,concomitantly visualizing the ads. ⁵⁸
Although obscuration offers many shades of privacy, a‘true inner self’ can only emerge in anonymity. ⁵⁹ Theshift from the ability to carry out actions ‘namelessly’ inoffline space ‘is not as the end in itself of anonymity’,rather it is about how users can conduct themselvesanonymously online, whether a person is identifiable (ornot) as themselves and if they are untrackable. This‘Unreachability’ is where absence can be used forpositive expression in the complex and dynamiccomputer-oriented society. Already in 1999 Nissenbaumpresciently predicted the era of ‘surveillance capitalism’where every atom of data is collected, kept andanalysed: ‘Information technology has made it possibleto track people in historically unprecedented ways. Weare targets of surveillance at just about every turn of ourlives’. ⁶⁰
With Agencies of Anonymity, users can consciouslyprotect themselves against the 24/7 tracking ofsurveillance capitalism through tactics of obscurationyet this ‘unreachability’ reflects an acquired knowledge—having the ‘tech savvy’ to use Tor. Spurred byagencies of ‘control’ over one’s data, this Techno-Elitismis a type of self-determination⁶¹—knowing how to obtainanonymity and remain hidden from search engines andgovernmental agencies. Furthermore, there are those‘techno-elitists’ who do not wish to be indexed byGoogle and desire to remain ‘unreachable’ to searchengines, or delete their information after searching withTor. TAILS is an operating system that has Tor alreadyconfigured, which, installed on a USB stick, boots thecomputer and everything is deleted upon ejection.⁶²  Or,if one desires to be undetected and shop, the tacticalmedia cum art project Random Darknet Shopper (2014-ongoing) by! Mediagruppe Bitnik is a programmedautonomous bot that searches the Dark Net and carriesout purchases, completely anonymously, albeit throughcode.⁶³ However, this Algorithmic Anonymous Userraises an important question regarding theaccountability of actions by non-human actors: can oneprosecute and punish an algorithm that commits a

crime, in this case purchasing illegal substances andsending them to the St Gallen Kunst Halle by post for anart installation?
Collaborative Collectives:
Agencies of Anonymityvs.
Subjectivities of Search

Returning now to my results from comparative searchingusing Google’s personalisation and Tor’s anonymity, Ilearned that Tor delivers ‘Google-like’ results with itsdefault search engine, only without personalisation andtargeted ads because there is no captured locative data,search history or IP address. However, if I assume thatboth is the case—on the one hand, I am assigned as aTor user and on the other that Google assigns me togroups of people like me on its databases (anassumption I cannot fully prove with my experiment butis the most likely scenario to explain its outcomes)—theoriginal framing of my experiment has to be specified.Instead of a personalised search as opposed to ananonymised search, I would have, in fact, conducted aGoogle search that is a collective-of-users-like-meversus a collective-of-all-Tor-users. At stake, therefore,are two collectives that take different forms.
In the collective-of-users-like-me it is Google’salgorithms which construct the categories I am part ofand assign me to this or that collective (e.g.,collaborative filtering). I have no access, no knowledgeand no agency in regard to the collectives which I ammade part of via Google. The forces (identificationmarkers: IP address, search histories, cookies,supercookies and locative data) that sort me into acollective and the collectives that I am organised into—the categories that Google sets up and assigns me to,are not transparent to me. Moreover, Google collects myindividual search activities and, in future scenarios, willprobably state that they ‘personalise’ search evenfurther based on data collated in the past and present.
Tor’s collective, on the other hand, is both an anonymitynetwork and a browser—Tor is mostly Firefox code(95%) that incorporates patches to Firefox ESR(Extended Support Release). The Tor collective is atleast partially known to me as university labs worldwiderun the major nodes but I do not know who is runningthe relays (it is an anonymised network). I can, however,look at the ‘exit address’ list, which is constantlyupdated and shows the IP address, though I cannotidentify the users.⁶⁴ By joining the Tor collective Idecided to trust the exit node operators, also in regardto my ‘expectation of privacy’. The key difference is that
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Figure 4: Agencies of Anonymity vs. Subjectivities of Search

whereas Google organises me into particular collectivesthrough their non-transparent process of collaborativefiltering, I decided to be organised into the‘anonymousTor collective’. (Figure 4) 

Both search collectives, the one determined by Google’salgorithms as well as the one created by the choice touse Tor, add to specific filter bubbles. The filter bubblesare, however, structurally different: in the case of thebubble produced by Google’s algorithms, Googlecollects the data of its users and incorporates userfeedback into subsequent search results. When I searchfor different things, I am merged into different clusterswith other people ‘like me’ or ‘YOUs’. I would then add tothe feedback loop by continuously adding to my ownpersonalisation by clicking on the links that are deliveredto me as results. I do not have access to the Googlecollective itself—I am constantly switched into adifferent cluster by an algorithmically organised processthat I have no control over and cannot adjust. There arealso constant updates and tweaking of signals beingcarried out on the algorithm. Therefore, I propose thatvarious degrees of Google Search’s personalisationorganise the corporal ‘data subject’ intoeffects: Subjectivities of Search. With the Black Box, asGoogle’s personalisation increases so does the amountof computational agency, at the same time the degree ofanonymity (privacy) decreases.
The filter bubble of the Tor users, on the other hand, isone where I stay in the same group that shares the samefilte—no matter how much I change my searchbehaviours (what I click on or not). As a Tor user, thevariable is what Tor uses as their default search engine(Startpage, Disconnect Search or presentlyDuckDuckGo) and if this default (still) delivers GoogleSearch results without locative data. Therefore, theresults of my small data experiment postulate that the

user is assigned the category of ‘Tor user’, which can beseen from outside the Tor network. When I use Tor I ampart of a p2p anonymity network, which increases instrength the more users use it. Unlike Google Search,privacy-enhancing technologies and diverse settings
enable the user to organise themselves into effects:Agencies of Anonymity. With the Black Bloc, as theamount of anonymity (privacy) increases with Tor sodoes human agency, at the same time the degree ofpersonalisation decreases. If I compare these twosearch processes, with the individualisation of thepseudo-autonomous objects of Google’s personalisation,my ‘data dust’ is atomized and fractured—as a ‘digitalsubject’ I have no agency to decide where I amassigned. However, to partake anonymously in a p2p-collective individuates me more than personalisationdoes. Bernard Stiegler’s entire pharmacology of carerevolves around this new ecology, which can beunderstood to be threefold, as a ‘re-articulation ofpsychic, collective and technical individuation’. ⁶⁵ Atstake is an individuation in the sense of Stiegler’sreading of Simondon—an individuation that is marked bybeing collective and psychic alike, where the genesis ofhow an object comes to exist is through operations ofindividuation, or ‘ontogenesis’ and a living being exists ina state of becoming between individuations, never inisolation but in collective, social as well as psychologicalconstellations. The Tor browser (p2p network) embodiesthis individuation of collective singularities, which aredependent on the other. ‘After all, an individual existsand is only capable of individuating as a result of therelations it establishes with others and that othersestablish with it.’ ⁶⁶  Phrased otherwise, the possibility ofchoosing the individuating Tor collective over theindividualisation of Google Search might be a modestresolution to the problem of ‘how one would define asingularity that could be a collective singularity’. ⁶⁷
The experience of setting up an ‘experiment in living’ hasopened up a view on how Google Search works and myexploration of using Tor reimagined what search couldlook like. Without having to become a ‘personalisedsubject’, Tor offered me ‘relevant’ search results as an‘anonymous user’. With the Tor Browser I am not‘commanded’ by ‘prescriptive’ technologies ⁶⁸ as I amwith Google Search, instead I chose which collective Iwished to be part of, in this case Tor. The effects of theBlack Bloc (Agencies of Anonymity) enabled me tointervene and this type of searching facilitated degreesof anonymity, embodied by various levels of useragency. Aside from its other merits, Tor is also one,albeit not the only, strategy to challenge the protocolsfacilitating Google’s ‘surveillance capitalism’. 
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