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Abstract

This paper describes an ongoing art project exploring the generalization of classicalmontage theory to the emerging technology of “room scale VR”. We take the emblematic“crop duster” scene in Alfred Hitchcock's North by Northwest and invite the spectator toexperience it “from the inside”. This raises interesting research issues. How to inhabit thiscinematic story world? How can the traditional tools of cinematography and montage beused to direct the audience in this new kind of experience? How can the rhythm of thespectator's body be matched to the rhythm of George Tomasini’s (Hitchcock’s editor) fastpace editing? And what form can this montage take and for what aesthetic anddramaturgical effects? To answer these questions, we propose the experiment of amontage that adapts in real time to the displacements of the body and the gaze of thespectator, engaging a dialectic between narrative rhythm and bodily rhythm. We proposenew algorithmic tools to transport the audience into the story as originally planned byHitchcock while at the same time respecting the behaviors of the audience to guide theexperience. In doing so, we seek to create a new form of relationship between the authorof a narrative experience in virtual reality and the spectator who explores and activatesthe experience with his own body.
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Figure 1. Point of view of the immersant in our experience.

Introduction

While the imaginary around virtual reality devicesgenerates fears and fantasies, it seems essential toquestion the explicit and implicit bodily interactions thatwe have with digital spaces. By its algorithmic nature,the virtual environment, calculated in real time,constitutes a functional space that can be manipulatedby the immersant (1) but can also control and constrainhis/her movements and the sensitive experience,according to a relationship set by an author.
These explorable environments can also carry withinthem an emotional dimension due to their digital imagenature. When dealing with a virtual reality device, ourbodily habits of space cohabit with our visual habits ofimage. We think therefore that it is possible to invoke ourculture of the cinematographic images in the spatiallylived aesthetic experience.
With the cinema, we agree to sit still for the duration of afilm and let ourselves be hypnotized by the gaze of adirector. This privileged moment, out of time, offers aframe to rethink our relationship to images (to their time,rhythms and meanings). Depending on the quality of themontage, we leave our own space-time aside to alignour perception and our thoughts with the rhythmproposed by the film.
Thanks to virtual reality devices, we are able to inhabit acinematic representation space. How then to adapt acinematographic dramaturgy while allowing theemergence of new phenomena related to theinvolvement of the body in action specific to theimmersive nature of virtual reality displays? Should webe limited to explore the scene without discontinuities orshould we experience a form of montage? To answerthese questions, we designed a virtual realityexperience (Figure 1) that immerses us inside themythical “crop duster” scene in Alfred Hitchcock's NorthBy Northwest. (2)  

In the original film, the montage by George Tomasini(Hitchcock’s editor) is essential to a good understandingof the space and the distances that separate thecharacter (played by Cary Grant) from the othercharacters and vehicles that interact with him ¹ .Moreover, its evolution through the sequence highlyparticipates in suspense, tension and violence. But if thespectator is physically immersed in this space and ableto move through it, the rhythm of the editing needs tobe matched to the one of his/her body. This implies anew aesthetic and dramaturgical approach due to thespatial shift of the virtual reality medium. These are theissues that guide this research-creation project entitled:The Hitchcock Experience (3).
We propose the experiment of a montage guided by themovements of the immersant. It explores the questionsof distance and identification with the character bytransposing certain cinematographic shot scales into thescale of the immersed body regarding the representedspace. Moreover, this experiment proposes a form ofediting that adapts in real time to the displacements ofthe body and the gaze of the immersant, engaging adialectic between the narrative rhythm and the one ofthe experienced space. We wish to explore a newrelationship to the ongoing narrative, profitable to theemancipation of the immersant and harmonizing his/herbodily rhythm to the one of a fragmented inhabitableenvironment.
The aim of this experiment is not to propose a VRexperience that competes with Hitchcock's film. Byconfronting this masterpiece of the cinematographicmontage, we precisely try to understand, throughcomparative analysis, the profound transformationimplied by its adaptation in virtual reality.
First, we will establish related works regarding thepractice of montage in virtual reality devices. Then, wewill explain our research-creation process and commenton the different steps we went through developing ourspatial montage system. We will expose ourexperimental protocol that we set to collect data from 17participants. Then, we will show our first relevant resultsand observations. Next, we will discuss and initiatetheoretical explorations on the aesthetic experience ofthe immersants. Finally, we will conclude on our spatialmontage device and the role of its editor.

Related work
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Figure 2. Floor plan views of the crop duster scene. Trajectories of allcharacters, vehicles and plane.

The problem of directing techniques suitable for building"room-scale games" and more specifically "room-scalemovies" is widely overlooked in recent academicresearch. Contemporary room-scale VR experiences arebased on the strong sensation of presence caused byforcing the viewer to remain in a fixed space and time.As a result, the use of montage is the exception ratherthan the rule. Hodgkinson ² describes some techniquesused by Google Spotlight Stories (4) for moving theimmersant in space and in time during a VR experience,which bears some resemblance with traditionalmontage. For example, Rain or Shine (directed by FelixMassie) uses visual occlusion to smooth out unwantedcamera motions. Pearl (directed by Patrick Osborne)introduces temporal ellipses which can guide thenarration, while keeping the same spatial location. Ageof Sail (directed by John Kahrs) allows the immersantsto navigate between a small number of spatial locations,in effect allowing them to create their own spatialmontage.
The question of montage has been more deeplyexplored in the related, but different, context ofcinematic VR, where the immersant can only turn his/herhead horizontally across 360 degrees and verticallyacross 180 degrees. If he/she can choose the directionof his/her gaze in the sphere image, the viewer cannotmove his/her point of view to explore the spatialdimension of the scene, which is the specificity of room-scale VR. In this limited context, Jessica Brillhart³ hasproposed the notion of a “probabilistic experientialmontage” where each 360 degree shot offers thepossibility of multiple experiences by the immersant, andthe montage is created on the assumption of the mostprobable experience.
Garnier⁴ provides a detailed account of the variousgeometries involved in viewing film, either on atraditional screen or in a virtual reality headset, andemphasizes the importance of a proxemic interpretationof shot sizes in film. From another perspective, Pope ⁵ also recommends the use of proxemics for staging in VRfollowing some well-established theater techniques.
Rothe et al.⁶  propose an analysis of camera control incinematic VR and also relate shot sizes and cameradistances under the framework of proxemics. Rothe alsoexamines the effect of camera height in distance andsize perception in cinematic VR⁷.
In our previous work entitled Reframing VR,⁸ we proposea vocabulary of shot values suitable for room-scale VRbased on the new notion of a spatial frame. In ourframework, spatial montage can be defined as a

temporal arrangement of spatial frames with differentspatial scales, which play a similar role to the shot sizesused in traditional film theory. Because the immersant isfree to move in the virtual world, “shot size” is notmeasured only in terms of apparent visual size, but alsoin motion parallax and capacity of action.
Artistic process

Regarding this state of the art, we propose a process ofresearch-creation, based on an artistic device engaginga reflexive loop between practice of the "spatialmontage" and theorization. In this part, we explain howwe elaborated our artistic experiment. 
Scene reconstruction
Based on a 3D scene provided by the Anima team ofInria (5), we virtually reconstructed the entire set and allthe props, characters and vehicles present in the sceneusing representative keyframes from the movie. We thencreated a rough "layout" animation of all the characterand vehicle movements, synchronized frame by framewith the original movie. We used a floor plan viewdiagram from Raymond Bellour’s The Analysis of Film³ as a reference to approximately reconstruct thetrajectories of all characters, vehicles and the plane, asshown in Figure 2, and fine-tuned them to match to theexisting views from the movie. Some movements couldnot be seen in the original shots and had to be craftedmanually to plausibly match the visible parts. 

This work enabled us to build a 9 minutes and 45seconds 3D animated scene corresponding to the actionof the original film. We then imported this scene into theUnity game engine to implement the virtual reality setup.
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Figure 3. Two positioned and oriented scaled areas. The immersant’sscale is represented by the yellow avatar.

Re-framing
In order to immerse the spectator into this reconstructed3D scene, we had to find how to translate the frames ofthe movie to a spatial experience specific to virtualreality.
In room-scale VR, the perceptual boundaries of acontinuous virtual reality experience are based on thesubject’s freedom of movement in the real environment.The technical equipment and the perimeter of thephysical space tracked by the device therefore seems tocorrespond to a frame. In the virtual environment, itdefines a scaled, spatialized and oriented zone in whichthe subject acquires a limited walking and acting area.We therefore decide to take this zone of potential actionas our editing cell. The frame in virtual reality no longerdelimits a portion of the image as in cinema, but a zoneof possible actions in a space.
This space area constrains the movements that theimmersant can perform. By changing the relative sizesof the virtual and the physical worlds, we can define"wide shots" with miniature non-player characters wherethe room appears to be 100 meters wide; "long shots"with dolly-size characters, where the room appears tobe 10 meters wide; "medium shots" with three-quarter-size virtual characters; "point of view shots" with real-size virtual characters; and even "close shots" withlarger-than-life characters where virtual movements arelimited to a meter or less.
We started by transposing the shot grammar proposedby Hitchcock in our own “immersant’s scale”classification. By testing a variety of scales of theimmersant and his/her physical tracking space relativeto the scale of the virtual environment, weexperimentally found different size ratios that seem toreproduce the distancing effects of the cinematic frame.Moreover, the closer we get to the character’s scale, themore we come to inhabit his space and the more we feelwe belong to the diegesis. Finally, we analyzed thateach scale brings a difference of amplitude of our bodilyaction in the virtual environment (a more or less largespace is reachable) implying different agencies in thereception and therefore a new rhythm to find for themontage of these scale variations in space and time. 

We then adapted the position and orientation of thescaled area (Figure 3). In order to reduce the motionsickness issues, we imposed that the zones had toalways be parallel to the ground. In other words, theycould not be tilted in their x or z axis. Moreover, at thebeginning of each “spatial shot”, the y axis orientation ofthe imersant’s gaze is imposed no matter what he/shewas looking before the cut.
In a first step, we placed our oriented scaled areasregarding the camera positions of Hitchcoch’s montage.Then, we decided to take some liberties and to re-cutthe sequence regarding the medium shift of our device.
Re-cutting
The form of the cut that we propose consists in achange of scale and in the setting of the position andorientation of the immersant's point of view (Figure 4a).Each cut imposes an initial point of view (“initial gazeframe”) to the immersant who is then free to choosehis/her gaze movement until the next cut (Figure 4b). Sothe “final gaze frame” depends on the immersant.
In order to adapt the editing, we started by slowing itdown. First of all, we have to take into account thenecessarily longer processing time of stereoscopicimages with a large field of view. Considering spatialbreaks comes up with specific cognitive constraintsrelated to the perception of virtual environments thatimplies spatial reasoning ¹⁰. A too short time betweentwo cuts can make the image unintelligible.
That’s why we allowed a time for exploration, choice andhabitability of the virtual environment. According to thescale and to the action which takes place, we evaluatedthe necessity of the montage. By moving his/her bodyand viewpoint, the immersant performs a form of editingthat must be taken into account. For example, at thebeginning of the sequence, Hitchcock uses shots ofabout three seconds alternating between a third-personview of the character and his subjective view of the
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Figure 4a. An immersant experiencing a cut from the plane to a low-angle view of the character.

Figure 4b. Starting from an initial gaze frame imposed by a cut,different gaze movements can be actualized by the immersant untilthe next cut.

landscape he is looking at. Reproducing this montagewhile the immersant is free to move around does notwork well. Instead, the rotation of his/her gaze must betaken into account to produce the same effect. 

During this step, we studied empirically which cutsproposed by Hitchcock were replaced by the movingpoint of view of the immersant naturally positioning itselfas intended by the film’s editing. We thus observed thatthe cuts linked to the spatial understanding of the spacehad to be revised. In addition, imposing a point of viewon the empty road systematically incited the subject toturn his/her head, which lost the desired dramatic result.

In order to have an effect, the shifts in viewpoint mustbe justified by a shift in distance or the desire to createa rhythmic change effect.
Then, we were confronted with the fact that the cutscan create a conflict between the immersant's point ofview and the one imposed on him/her. These imposeddiscontinuities can be frustrating and/or seen as apunishment. Moreover, if it takes place during a headrotation, the cut can be disorienting. The two rhythmsenter into a struggle. If the immersant lets go and stopsmoving, he submits to the rhythm of the editingaccepting its tempo. For a better experience, wetherefore study how to let the immersant create his/herpart of the tempo.
Re-cutting with cues
We developed tools with the Unity game engine toenable a montage that adapts to the behavior of theimmersant. It reacts to a system of "cues" produced bythe human-computer system during the experience.
These cues can be represented by boolean variablescomputed in real time according to biometric data (gazeand body movements), geometric data (arrangementand orientation of objects in the virtual space) andtemporal data (event system).
We use the following preliminary cues:
–

–

–

“Does not move”: the immersant is not moving fasterthan a certain value.
"Is looking at": the immersant is watching a certaincharacter or vehicle.
"Object in frame": A certain character or vehicle entersor leaves the immersant’s field of view.
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Figure 5. Interface in Unity. The editor can choose the transition cue(right) and set the transition objects on the timeline (bottom).

Figure 6. The immersant (represented by the yellow avatar) movesfrom one scale to another according to the cues set by the editor.

We define a type of computing object capable of makingthe transition between two previously defined spatialframes when the right conditions are verified (Figure 5,right). By setting these objects on a timeline (Figure 5,bottom), we can choose to activate and deactivate themat the desired time. This enables us to define a timerange in which a transition can take place. Instead ofhaving a cut defined at a precise moment, we have adelocalized transition that may occur within a certainduration. We call it: "cut porosity". The moment of thecut is then determined in real time according to thereceived cues. These tools allow an editor to assemblethe experience through the timeline interface. The maindifference with traditional editing is that the editor workson the duration of the transitions’ possibilities ratherthan that of the rushes. This system also enables thecreation of branches: it is possible to define severaltransitions that can take place depending on the cuesencountered. This feature makes it possible to createalternative setups depending on the immersant’sbehavior.
Using this new system of cues and dynamic timeline, wecreated a new montage that adapts to the rhythm of theimmersant. First of all, we mainly used the "Does notmove" condition to make sure that the subject hasstabilized his/her gaze before the cut (final gaze frame)to avoid disorienting him/her. We also often used the "Islooking at" condition to trigger the cut when the viewer'sgaze is stabilized on the character. This allowed us tocreate on-axis cuts with scale changes to reduce ourdistance to the action. By using this condition, we werealso able to control changes in focalization (fromsympathy to empathy) depending on our interest in thecharacter or not. Finally, the "Object in frame" conditionwas used when watching the plane. When the latter leftthe field of view, there was nothing to see but the sky,so it was useless to stay in that position.

To illustrate the importance of the cues systemcombined with the changes in scale, let's take theexample of the first plane attack. In the film, thismoment is edited with a shot/reverse shot between thecrop duster and the character observing it until heunderstands at the last moment that he is the target. Byalternating shots showing the plane getting closer andcloser to the camera and shots showing the character intighter and tighter frames, Hitchcock creates anattraction between the plane and the character until thetwo meet when Cary Grant jumps to the ground.

If we apply this same editing in VR, we must first takeinto account that the immersant might perform the fieldagainst field by him/herself. It was therefore necessaryto have the "Look at plane" condition to switch to thecharacter or the “Look at character” one to switch to theplane. It is indeed useless to show the plane if theimmersant is already looking at it. It just creates anunpleasant jumpcut. Moreover, the condition "Does notmove" avoids that the cut takes place when theimmersant is turning his/her head and thus beingpunished or disoriented.
But, as the cues are limited in time, there is a momentwhen even if they are not reached, it is necessary tomove to the next point of view. This is where the scalechange becomes necessary to create a shift in distance(close-up effect) to the character, even though theimmersant is looking at him before and after the cut. Bydownscaling from the scale of Cary Grant to the one of amouse (Figure 6), proper editing effects are createdwhen the character falls, even if the "Look at" or “Doesnot move” conditions are not satisfied.
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Figure 7. Format of the answers to the questionnaire. From “not at all”to “strongly”.

Finally, it was necessary to work on the time given to theactivation ranges of the conditions. The more the rangeextends in time, the less the editing can impose itsrhythm. In this case, the cut may arrive at an idealmoment for the immersant but be misplaced andmeaningless in terms of the narrative. We therefore hada tendency to shorten these areas to establish therhythm of the montage, imposing at certain momentspace accelerations where the immersed body hasalmost no time to move between several cuts. When thecharacter falls on the floor, it is important to have the cutat this precise moment. This was also particularly thecase when the first truck passes, or during the finalclimax when the tanker truck arrives, hits the characterand the plane crashes. It was therefore a matter offinding a balance between the editor's pleasure inimposing a rhythm that he/she liked and the frustrationof leaving some freedom of rhythm to the immersant.We then had to evaluate this balance.
Experimental protocol

In order to conduct a qualitative analysis of thismontage, we set up an experimental protocol that wetested on 17 participants. 12 of them were novices tovirtual reality.
The immersion in virtual reality is made with the HTCVive Pro Eye system. A Vive tracker is attached to theparticipant's plexus in order to record his/her bodyposition and orientation data. In order to use and recordthe eye tracking data, a calibration of the participant'seyes was necessary. The participant was asked to movewithin a square of 2.80 m on each side. Theseboundaries were reproduced in the virtual environment.The participant is filmed. A video of his/her point of viewis captured. The eye tracking data and the position andorientation of his/her head and chest are recorded.
The experimental protocol consists in living successivelytwo versions of the montage of 9 minutes and 45seconds. In the first one, the immersed person alwaysremains at the same scale as the character and weimpose to him/her the rhythm of the editing planned byHitchcock and George Tomasini. Between two editingpoints, the immersant is able to move in space, but ateach cut, he/she is positioned and oriented like the filmshot. Whatever we do, the cuts thus bring us back intothe authors' point of view at the moment chosen bythem. In other words, if I don't move, I see the film as itwas cut in the original film. This “Hitchcock” version (wecalled H) contains 133 cuts and the average time

between two cuts is 4.4 seconds. The secondexperience consists of living the version of the montageedited by us with the changes of scale and the systemof cues reacting to the immersant’s behavior. This “re-cutted” version (we called RC) includes 56 cuts and theaverage time between two cuts is 10 seconds.
The order of the two experiences is arbitrary and variesfor each person. After having experienced the first one,the participant is invited to answer a questionnairerelating to the bodily and cognitive appreciations andfeelings, the sensation of presence, the relationship tothe narration and the editing. Then, the participantexperiences the second version. The samequestionnaire is therefore to be completed. Somequestions, specific to this second questionnaire,concern a comparison between the two experiences.
Moreover, an oral interview of about twenty minutes isconducted allowing the participant to justify his/heranswers to the questionnaires, to criticize theexperience and to go into more detail about his/hersensations and impressions.
An authorization for the recording, use and distributionof images, videos, sounds and biometric data is signedby each participant.
Finally, we reconstructed in Unity the movements of theparticipants, enabling us to replay the experience in the3D space. We can thus replay the experience either on ascreen or immersed in virtual reality with a headset.
The protocol of the experiment is presented in thisvideo: https://vimeo.com/779289940. 

Questionnaires’ results

In this part, we present the first observations made fromthe answers to the questionnaires. These have helped toguide our reflection and to draw some conclusionsabout the effects experienced through the montage invirtual reality. For each question, the subject couldchoose a qualitative answer ranging from-2 to 2 (Figure7).
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Figure 8. Answers to the question: "I was disoriented by the cuts".Left: H, average 0.94. Right: RC, average 0.0.

In terms of general feeling, our "re-cut" (RC) version ofthe montage was more appreciated than the directtransposition of Hitchcock's montage (H) in VR. To thequestion "I was absorbed by the experience", RC gets abetter score (0.94) than H (0.53). To the question "Ididn't feel confused or comfortable", H is less well lived(0.22) than RC (0.63) when experienced first. To thequestion "I had the sensation of being there in the virtualenvironment", the score is better for RC (0.56) than H(-0.13) when it is experienced in second. This indicatesthat the phenomenon of presence persists for RC evenafter the startling effect of the VR technologicalexperience has faded. Finally, on the question "I likedthis experience better than the previous one”, RC scoreshigher (0.5) than H (0.0).
A part of the questionnaire also focused on thephenomenological relationship related to the mediation.To the question "Did you feel more immersed in imagesor spaces?", the subjects feel more in a space during thefirst experience (H or RC). This seems logical given thatwhen they put on the headset for the first time, theystrongly engage their spatial perception system. On theother hand, during the second experience, theimmersants feel more immersed in images with H. To thequestion "I had the impression of sharing the samespace as the character", H obtains a better averagescore on the two experiments (0.76) than RC (0.35)which seems logical given that in H, the immersantkeeps the scale of the character. We should note thatthis impression is more marked for H if it is experiencedbefore (1.0) than after (0.5) RC. This result is interestingto put in relation with the fact that the immersant seemsto feel more in images in this last case.
Concerning proprioception, to the question "I felt like Ididn’t have a body", RC obtains a null score (0.0)whereas the one of H is negative (-0.47). This could beexplained by the fact that in H, immersants don’t havetime between two cuts to conscientize their bodies inspace. Moreover, the score increases significantly in thesecond experiment. This confirms the tendency ofimmersants to move from immersion in a space toimages when they get used to the fragmented grammarof the experiences.

Regarding the relationship with the "cuts", RC seems tobe better experienced. To the question "I wasdisoriented by the cuts", the difference is very clearbetween H (0.94) and RC (0.0) as shown in Figure 8. It isalso interesting to note that the score becomes evennegative when RC is experienced in second. We get thesame tendency for the question "I was frustrated by thecuts" (0.35 for H and -0.47 for RC). Finally, on thequestion "I feel like I missed some important things inthe story", RC gets a better score (-1.59) than H (-0.94).
Discussion

These experiments enabled us to refine an analysis ofthe aesthetic experience of the immersant. Based on theanswers to the questionnaires and the interviewsconducted with each participant, we were able toextract certain theoretical explorations.
The rhythm of the immersant: a dialectic betweenlooking and inhabiting
When immersed in a virtual environment, theimmersants must quickly understand their role. Is it anenvironment where they can interact explicitly? Are theirpresences taken into account by the narrative? Shouldthey move or stay still, explore or contemplate, inhabit orwatch? According to the answers to these issues, weobserve that the immersants engage their perceivingbody according to different dynamics.
The rhythm of the immersant is first influenced byhis/her own characteristics. According to his/heremotional state, expectations, habits of virtual realitysystems, he/she will engage his/her body differently.While some remain still, naturally observing themediated spaces, others will be active in exploring thelimits of the simulation in a more videogame-likeapproach. We can thus make the hypothesis that thereare typologies of immersant to detect in order to adapt arhythm of montage.
The contract that is created between the immersant andthe artwork depends on the expectation of themediation experienced. When dealing with the device,we observed that some participants believed that theymust adapt to make the system work and get the mostout of it, while others expected the system to adapt towhat they wanted to do. In other words, the contractdepended on the responsibility the immersants givethemselves in the quality of their artwork receptionexperience. On this point, the answers to thequestionnaires seem to show that the participants live
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better the experience (RC) when they have the time toposition their gaze and to control a minimum theirreception.
In our device, the immersant is standing and knows thathe/she can move at any moment, which creates aparticular relation to the perceived image. We don'tobserve in the same way when we know that we canlook at something else at any moment. The tension ofHitchcock's sequence, created by the rhythm betweenshots of the character and of what he sees, is changedinto a tension between deciding to look at or not to. Butif the editing systematically orients our gaze towardwhat we need to see to follow the story, the explorationbecomes meaningless. In this way, the rhythm of theimmersant depends on the staging. Does he/she havesomething to see? If yes, then why should he/she move?A working hypothesis is to decentralize the point of viewregarding the salient narrative elements, inciting theimmersant to seek a new point of view. The rhythm ofthe immersant could thus be influenced by the timehe/she takes to switch from the exploration of theenvironment to the stabilization of his/her gaze on animage.
Then, according to his/her scale in relation to therepresentation space, the immersant needs more or lessto engage important movements. A point of view of agiant densifies his/her distancing towards the elementsof the scene. He/she does not need to move much toapproach any element allowing him/her to embraceglobally a large space to situate a scene. This "dollhouseview" engages a heterocentric referential of spatialperception, inducing less body interaction. Being sodifferent from his/her size, the environment is on the onehand not inhabitable, but seems to increase theemotional distance to the narration. 
Moreover, we notice that if the immersant is the samesize as the character, he/she will naturally have a moreexploratory attitude. Moreover, his/her presence in therepresentation space will be better induced and thebehavioral responses (bending down when the planepasses or leaving the middle of the road when the truckarrives) will be stronger.
Finally, if the immersant is very small in proportion to theenvironment, the translations of the body have muchless amplitude to explore the scene. On the other hand,since the whole world is larger, head rotations havemuch more impact on changing what the immersantsees in its field of view. In other words, the more wereduce the size of our virtual body relative to the

environment, the more we are confined to a localizedarea but the more we have to turn our head to follow thenarrative's salient elements.
Each scale brings a different relationship to our potentialactions and to the more or less tangible nature of therepresentation space. They offer specific qualities ofperception and engagement ⁴. These relationshipsevolve over time and will be shaken up by thediscontinuities of the montage.
The rhythm of the editing: between image rhythm andspace rhythm
The rhythm of the editing gives a limited temporality tothe action and perception characteristics of theimmersant's scales. The spatial reference frame doesnot persist, which leaves only a limited time to put inrelation the physical body and its virtual scale.According to the delay between each cut, the immersantis more or less conscious of the presence of his/herbody in the representation space. If the montage is slow,then he/she can get used to the scale of his/her body,go from perceiving an image to inhabiting the space,exploring it, building a point of view and having the timeto re-stabilize the gaze on an image.
If on the contrary the montage is fast, the image doesnot have time to become a space. A frenetic editing maynot leave time for a behavioral response. We saw in theresults that it also may affect the awareness of theperceiving body. We make the hypothesis that theseimages (not yet spaces) are printed differently for theperceptive system and modify the inner construction ofthe space. This could be confirmed by the fact thatparticipants felt more immersed in images when theymade H (133 cuts) after RC (57 cuts). The rhythm of themontage has thus a role in the transformation of thespace into image or of the image into a space, and thusin the nature of the mediation.
Depending on the scale and initial point of view (initialgaze frame) imposed by the cut, the editing can alsoimpose a movement by decentering the viewer inrelation to the action. The proposed point of view wouldthen be perceived more as a position in space than asan image. This spectatorial decentering should invite theimmersant to move in a certain way towards the searchfor framing an image. Through editing and staging, theimmersant can thus adopt a certain rhythm linked to therecentering of his point of view on the action. This hasthe effect of changing the nature of the cut, which herewould be more of a collision than a continuity.
Matching the rhythms



ISEA2023 — SYMBIOSIS 640

Discontinuities in perceptual experience are not naturalin the framework of mediation in virtual reality. There is adifficulty in repositioning ourselves in a sudden newvirtual space ¹¹ and a need to provide the immersantscertain visual cues so that they can orient themselves ¹².We saw in the questionnaires’ answers that in H, cutswere often frustrating, disorienting and meaningless. Ininterviews, participants often complain about thebeginning of H when there are cuts every three secondsbetween the character and what he sees. Wehypothesize that in order for them to be accepted, andespecially to acquire a meaning, the cuts must be part ofthe acceptance of a cinematographic language of theexperience. It would therefore be necessary that beforeand after the cut, the immersant shall be focused on animage rather than in the process of exploring. Bydetecting the moments when the immersant is lookingfor a point of view, we can avoid making cuts at suchmoments. When this exploration phase ends and thegaze stabilizes on a final gaze frame, the montage canthen propose a change in response to the stabilizedimage.
Then, in order to match the rhythms, it also seemsimportant to pay particular attention to the first contactsbetween the immersant and the montage. A montagetoo fast at the beginning can discourage the subjectfrom moving. It seems important to allow time forexploration at the start of the experience and togradually change the pace as the language becomesbetter established. The complexity lies in the fact thatwe must both intuitively invoke our culture of film editingwhile at the same time liberating our bodies in space. Ifwe realize that it is the role of the editing to show uspoints of view, then our role is no longer to go and findthem by ourselves. That is why it is important for theeditor to take into account this progressive learning ofthe immersant to set up the cues and their durations. Bycreating this relation between cues and immersant, therole of the editor is here fundamental in the harmony ofthe rhythms and in the resulting aesthetic impressions.
Narrative effects
While the conducted experiments have raised newphenomenological questions, they have also opened upnew directions of reflection in the theorization ofnarrative effects linked to montage in virtual reality.Firstly, thanks to the system of cues, when the cut ismade between two stabilized points of view, we canobserve the persistence of a “Koulechov Effect”6 invirtual reality. In other words, the creation of a narrativemeaning extending beyond the two separate points ofview. We might also explore the difference of this

Koulechov Effect if the immersant passes from his/herpoint of view to the one of the montage or if he/shechains two points of view of the montage (if he/shedoesn’t move between two cuts).
A second track to explore is the multiplicity of points ofview that the montage proposes or prevents. As the“framemaker” of his/her own experience, the immersantcan decide to look at a character or at what thecharacter is looking at. This engages different effects ofidentification (with the character or with his/herself) andtestifies to his/her empathetic or sympatheticrelationship towards the character. These choices varythe level of presence in the environment and thedistance to the narrative. By imposing changes in scaleand point of view, editing can in turn constrain some ofthese effects in time. Moreover, depending on thesechanges in relation to his/her attitude, the immersantmay or may not feel that he/she is missing events.
We have seen that according to the scale, theimmersant more or less inhabits the virtual environment.We hypothesize that with the size of Cary Grant, theimmersant engages more behavioral responses toevents (at the character’s scale, it seems normal to feelmore embodied and therefore in danger). On thecontrary, in larger scales, the immersants feel more likea "framemaker-body" of their own experience. Byframing the representative space, they don't change thestory but the way they perceive it and thus their focusand aesthetic impressions of the story. The immersantwould then be a "director-body", seeking to transformspace into image. In order to be an "editor-body", he/shewould have to make a conscious choice betweendifferent images in time. Perhaps the "editor-body"emerges when the control of spatio-temporalitybecomes conscious.
Finally, when setting up the cue system, wesystematically asked ourselves the following question: isthe interaction implicit or explicit? If the immersantrealizes that his/her gaze actions have an influence onthe editing rhythm, then the narrative experiencechanges. The montage may thus become embodied andopen up new sensitive connections with the ongoingnarrative.

Conclusion

In this project, we have explored how montage theoryneeds to be adapted to the new context of room-scaleVR. We found that proprioceptive immersion in a virtualstory world can indeed provide the necessary “cues” to
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motivate shifts of points of view and scales thateffectively guide the audience through a narrativeexperience. These meaningful discontinuities create arhythm in the experience that the audience can followand enjoy if they are correctly synchronized with his/herinternal bodily rhythm.
Depending on the montage rhythm and its adaptabilityto the attitude of the immersant, we observe a dialecticbetween the exploratory nature of the space and thenarrative nature of the image. Our experiment offeredthe opportunity to analyze how the dynamics of themontage may suggest to the immersant an exploratoryrather than a spectator attitude, or vice versa. Itconstitutes a user study of how our spatial habits canharmonize with our visual habits of cinematographicimages in order to make sensible the oscillation betweenconstraints and liberties.
We made the hypothesis that the montage must alsoadapt to the rhythm imposed by the immersant. Thus,we explored how the montage can adapt in real time tothe behavior of the immersant through implicitinteractions (focus of the gaze, objects present or not inthe field of vision, speed of displacement and rotation ofthe head), while respecting a meaningful narrativestructure. The artistic and narrative impressions of thespace intervals result then from a compromise betweenthe proposals of the immersant and of the montage setby an editor and actualized by the software.
In future work, we would like to explore further this newform of relationship between the immersant (presentand acting) and the author (absent) by introducing aricher repertoire of cues and actions, and creating evenmore variations in the resulting montage.

(1) Person immersed in a virtual environment. Crop dusterscene timecode: from 1:06:17 to 1:15:55.
(2) North by Northwest, Alfred Hitchcock, Metro-Goldwyn-Mayer, 1959. https://www.imdb.com/title/tt0053125/ 
(3) https://remisagduv.com/the-hitchcock-experience-a-spatial-mont age-project/ 
(4) https://atap.google.com/spotlight-stories/
(5) https://team.inria.fr/anima/
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