
ISEA2023 — SYMBIOSIS 642

Animate: A Theatrical
Exploration of Climate

Transformation through the
Medium of Extended Reality

(XR)

Chris Salter, Timothy Thomasson,Pierrick Uro
Immersive Arts Space, Zurich University of the Arts, Concordia University,McGill University christopher.salter@zhdk.ch , timothythomasson@gmail.com,pierrick.uro@mail.mcgill.ca

Abstract

This paper presents a critical account of the development of a large-scale theater workusing emerging Extended Reality (XR) technologies. Detailing three aspects of the projectand set against theoretical frameworks from STS (Science and Technology Studies) andthe sociology of innovation around ideas of the future embedded in technologies, weexamine the conceptual, aesthetic, organizational and social-technical underpinnings ofthe project. The paper’s goal is thus to give a sense of the challenges and opportunities inthe emerging integration of XR into new artistic morphologies that hybridize the visual-performing-media arts through new technological advances.
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Introduction

Animate is an Extended Reality-based theater work (XR)at the crossroads of performance, radio play andinstallation focused on a near-future Canada radicallytransformed by climate change. Developed by a team ofCanadian and German artists and researchers, the workpremiered in Summer 2022 in large theater festivals inGermany and is preparing for a 2023 international tour inEurope, Canada and Asia.
XR is a umbrella term emerging in the mid 2000s thatdescribes computer-generated environments accessedand experienced through worn headsets and bodyinterfaces. These environments are either simulated(virtual reality-VR) or overlay and mix real scenes withdigital 3D images and sounds (augmented reality-AR).As part of its dramaturgical strategy, Animate harnessesa recent XR technology to explore this potential mixingof real and the simulated in worn AR: live video“passthrough” which takes a real time video feed fromthe tiny cameras attached to a head mounted display(HMD) and which allows the embedding of computergenerated 3D objects into the video feed of the realenvironment.
This paper details three aspects of the project, setagainst theoretical frameworks from STS (Science andTechnology Studies) and the sociology of innovation andexpectations focused on how the future is embedded inboth technological discourses and materials. In Part 1,the most extensive section, we discuss the initialconcept and dramaturgy of the work. Although thetechnologies utilized in the project and the resultingexperience for the audience can be claimed as new, theconcepts that enable these possibilities date back to the1960s with the development of early Virtual andAugmented Reality technologies.
Second, while numerous other media were key to theartistic process, space allows us only to describe thevisual aesthetic concept behind the work. We focus onhow our approach both differs from many standard VR-based projects while also articulating the technologicalbackground that made such artistic choices possible. InPart 3, we analyze the lead up to the final presentationof the project in a major theater arts festival in Germany.Here, we pay particular attention to an area which israrely focused on in accounts of technologically-drivenartistic practice – the coupling between the profoundinstability of emerging technological infrastructures andthe manner in which such infrastructures ultimatelyaffect artistic decision making.

What theoretically grounds the paper is recent work inSTS (Science and Technology Studies) on issues of“boundary work,” “technological futures” and“technological promises” together with emergingresearch concerning the rapidly transformingunderstanding of presence through XR technologiessuch as video passthrough. These technologieschallenge long assumed ideas of presence in VR basedon the “illusion” of place ⁶ and instead, suggest newscenarios where users become located “between thedigitality of VR and the concrete reality of a user’ssurroundings.”¹⁸ This theoretical work is critical ingrappling with new artistic possibilities of XRtechnologies in addressing larger aesthetic-social-technical issues the project is focused on; namely, thesymbiotic “interrelationships between mediatechnologies, environment and body.”² 
I. Background and Concept

Conceived in 2019 by one of the authors of this paper,the original impetus of the Animate project was toexplore the thematic of climate change through thesensorial-aesthetic possibilities of “spatial computing.” Aterm that emerged in the mid 2000s and encompassinga range of computing and HCI research, spatialcomputing can be defined as “human interaction with amachine in which the machine retains and manipulatesreferents to real objects and spaces” ¹³. Although spatialcomputing’s genealogical roots lie in environmentally-based computing paradigms like “ubiquitous computing”²³ and “enactive” or “embodied interaction” ⁹ from themid 1990s, the principal application area for the conceptarises in the domain of Augmented Reality in whichdigital information is overlayed and integrated onto areal environment.²
Primarily accessed on mobile devices (smartphones andtablets) until the mid 2000s, more recently largeamounts of R&D have been poured into the design of“wearable AR” headsets from large tech companies likeMicrosoft, Google, Facebook (renamed as Meta) andimportantly, Magic Leap. Magic Leap is a much-hypedUS-based start-up who developed a wearable pair ofAR-based glasses with extensive environmental sensingcapabilities for the consumer market throughout a longstealth period; a device which spectacularly failed tocatch on shortly after its 2018 release. The commonalityamong all of these AR technologies is two-fold.
On the one hand, they all seek to enable a computingparadigm that has long been theoretically discussed andexperimented upon (but with few widespread
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applications) called “Mixed Reality” (MR), in which thecomputer-generated world and the physical world meld,blur and blend. MR is situated on what researchers havecalled the “reality-virtuality continuum”¹⁵: a well citedpaper in computer science that describes a taxonomybetween completely simulated (or virtual) experiencesand real ones.
On the other, wearable AR presents a social-perceptualchallenge. While VR uses a headset to completelysurround the wearer with a closed off world ofcomputer-generated images and sounds based onsensing head and (mainly) hand movement, wearable ARdemands a negotiation between what Azuma names as“virtual content that is integrated with the surroundingreal world, while users remain engaged with and awareof that ‘real world’” ⁴. It is this conceptual idea that formsthe basis of the entire Animate project.
Spatial Computing and CliFi
The comment above from Azuma acts as a strongframework for the choice to explore a critical issue, thatof climate collapse, through the technological-phenomenological context of wearable AR/XR. Aftersurveying the state of the art of wearable ARtechnologies in 2019-2020 and spending part of thepandemic experimenting with the see-through MagicLeap system, the artistic team gathered for the projectreached two conclusions. The first was that the MagicLeap or similar were too immature and costly for use in aprofessional live performance artistic context due tomultiple factors: comfort, low resolution, limited batterylife and most important, extremely limited field of view(FOV)—a term used to describe how large anaugmented reality image is when viewed through aheadset.
Given the state of art, the second and more importantconsideration was that a purely technologicalexploration of XR in typical “demo mode” would not beartistically adequate. These conclusions thus lead (afteralmost 6 months of reading different texts) to theconcept of staging a narrative Climate Fiction (CliFi)short story called “Animate” by a Canadian author; astory which was discovered in a Canadian “CliFi”(Climate Fiction) anthology.
The plot of the story “Animate” focuses on twocharacters, Daniel and Laurie, who are fleeing a nearfuture of climate disasters. Emotionally distraught fromtheir hidden pasts, the pair set out on a journey throughthe wild landscape of Newfoundland, Canada. Whilenews of global climate catastrophes is broadcast ontheir car radio, they drive towards the Tablelands, a real

Mars-like landscape in the middle of Gros MorneNational Park where one can directly walk on the mantleof the Earth. Gradually, the climate-change transformedlandscape exerts a force on them as if it was aconscious, living and breathing entity. It emits strangesounds and affects Daniel and Laurie’s personalrelationship. But it is only in the dramatic conclusion,where the earth comes alive in an apocalyptic scene ofrocks rising from the earth and attacking the characters,where the intricate interconnectedness of humans and anatural world under the throes of radical environmentalchange is symbolically and viscerally manifested.
The basic dramaturgical strategy that evolved in theearly phases of the project (during a period ofconceptualizing while fund-raising) involved acollaborating with the author to adapt the short storyand turn it into four dramatic scenes (Driving to theTablelands, Camping Overnight, Hiking to the Tablelandsand the Earth Strikes Back) like a theatre text, thenrecord actors speaking the text for a radio play andfinally use the radio play as a complex sonicaccompaniment with additional visual elements in XR fora live theatre-like installation with actors.
Walkthrough and Passthrough
It was clear from the start of the Animate project thatdue to the potential production and presentationcontexts, the project would need to perform a kind of“boundary work” between the genre of theatre (involvinghuman performers) and the technological environmentof an audience wearing HMDs in order to enable aninterplay between real physical space and the imaginaryworld of computer augmented space.
A term coined by the sociologist Thomas Gieryn,boundary work describes work in which “boundaries,demarcations, or other divisions between fields ofknowledge are created, advocated, attacked, orreinforced” 11. Most often such demarcations aredescribed in more “high stakes” ideological contexts asthe natural sciences. Yet, one should not underestimatethe different communities of practice that operate evenin assumed “fluid” artistic contexts. Indeed, theinsistence on one of the co-producers of the project(themselves anchored in theater performance contextsin a European cultural festival context) that we shouldinclude human performers to appeal to a moretraditional theater audience who might be suspicious ofthe potential “media barrage” brought on by utilizing ARtechnologies clearly demonstrates the occurrence ofsuch boundary work .
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The external demand of adapting to certain kinds oftheatrical norms in both organizational and artistic waysas well as the aesthetic choice to emphasize audio overcomputer-generated image (due to technical limitationsin AR headsets described above), posed a dualconceptual and artistic challenge in terms of integratinglive performers into the larger XR context. This contextthus drove a fundamental artistic choice from the startof the project: the idea that the audience would movefrom one physical space to another while they listenedto the spatialized radio-play based on the short story“Animate” over their HMDs.
This radio play accompanies installation with performersidea isn’t entire original but inspired by the work of a1980s San Francisco Bay Area theater-technologycompany who grappled with the similar situation oftrying to integrate a new technology (at the time) intolive performance: the Sony Walkman. Known more fortheir invention of a wireless museum guide/tour systemthat later became the largest audio tour companyworldwide, in the 1980s, Antenna Theater, directed bythe American theater maker Chris Hardman, pioneered anew form of walk-through performance-installationwhich Hardman labeled “Walkmanology.” “I’ve always found airplanes to be claustrophobic, thereis always a kid crying in the back and you forgot thebook you intended to read so you realized that you’restuck there for hours with nothing productive to do.Then this new fangled bizarre device came out on themarket called a Walkman and I decided to get one. Iturned on the Walkman and just as the airplane liftedinto the sky, Wagner’s “The Ride of the Valkyries” beganto play. Suddenly I realized that there was this amazingtheatrical event happening and it was calledSyncronicity! The visual and the audio were working insync and furthermore instead of watching from afar, Iwas literally inside the event” ¹.
In many ways, the choice in Animate to use theemerging technology of AR follows a similar pathdependent story as Antenna’s work with the Walkman:treating the technology of worn AR as a device thataccompanies a larger dramaturgical experience ratherthan creating theatre work inside VR or AR 17. Yet, whatis key to the project is the emergence of a technologyduring the early phases of production that was unknownat the time of the planning of Animate: the 2021introduction of a new generation of wireless VR headsetfrom Oculus/Facebook/Meta which utilizes a videotechnology called “passthrough.”

Originally designed as a safety feature to alert VR userswhen they would potentially go beyond a demarcatedspatial area called “the guardian,” passthrough uses thetiny black and white infrared cameras built into theOculus Quest 2 HMD which enables the device to sensewhere it is in space. These cameras deliver and processlive video images of the outside world inside theheadset in place of our eyes, approximating what onewould see if directly looking into the real surroundingworld. Importantly, what passthrough technology doesis transform VR devices (in this case, the Quest 2),which traditionally immersed the user in a closed off,socially isolated world, into a new kind of wearableaugmented reality where digital objects can beembedded/overlayed onto the real world via the livevideo image and one sees/senses the physical presenceof oneself and others.
The introduction of passthrough technology as a kind ofstop gap immersive AR not only represents a technicalchange – it also suggests an epistemological andphenomenological one as well; a transformation that isboth historically grounded while, at the same time,shifting concepts of presence that have been longestablished from research into human interaction andexperience in VR. Indeed, while the passthroughtechnology was already included in the first release ofthe Oculus Quest Pro in 2021, the ability to manipulatethe passthrough image by gaining access to it throughthe device’s SDK (software development kit) was onlyavailable after production on Animate started inDecember 2021.
Technological Futures courtesy of the Metaverse
Yet, a larger question around passthrough arises. Whydid Meta move to allow users to access and manipulatethe live passthrough camera image, thus turning theOculus Quest 2 into a “immersive” worn AR / MR device?The answer to this question suggests a larger narrativeat play rather than simply creating a technology to wardoff potential accidents with users who would stray toofar from a safe area while playing games in their livingrooms. Indeed, it wouldn’t be a stretch to claim that thepassthrough-based AR capabilities of the Quest 2 aretied into a larger socio-technical imaginaries of Meta’s“technological futures” and “promises” for thesoftware/hardware integration of platforms to enable theso-called “Metaverse.” That is, to enable people to beginto occupy both physical and computer-generatedspaces that the Metaverse seems to promise.
Recent work in the sociology of expectations and STShas focused on the concept that certain imaginaries ofthe future are performative in that “expectations,
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visions, scenarios, and other forms of anticipation affectwhat may actually happen” ¹⁴. This idea of technical“visions” describes certain normative conditions – ofwhat is desired by a particular constituency rather thanwhat is plausible or needed from a particular technology,setup or infrastructure. Normally, scholars study suchvisions under the context of discourse, includingstatements concerning “practices that systematicallyform the objects of which they speak” ¹⁰. Yet, thetransformation of a particular material technology suchas a set of cameras originally used for sensing thespatial orientation of the Oculus Quest 2 by way ofsoftware additions, also results in a new perceptualparadigm (this is the case of video passthrough). Thissuggests a literal materialization of such practices ofdiscourse that Foucault speaks about through apurposeful management of “future expectations.”
As STS researchers are keen to point out, the productionof expectations around emerging “breakthrough”technologies “which promise a vast potential of marketprospects and solving societal problems and create asense of urgency in the context of internationalcompetition,” is instead conceptualized as a “regime ofeconomics of technoscientific promises,” rather than asocial-technical imaginary in which alternative futuresthat are equitable and desirable for larger collectives areproduced.¹⁴
Such clearly seems to be the case of the “Metaverse,”which is announced as future technology to “changehuman interaction as we know it.” There thus seems tobe no better way to manage future expectations of anunproven technology platform like the Metaverse than toconstruct a taste of what such a “proximate future,” afuture that is always on the horizon but never comes,⁵might be in the present.
Shifts of Presence
The introduction and manipulation of such passthroughtechnology not only changed our technologicalapproach in Animate, allowing us to move from MagicLeap-based Augmented Reality to that of passthroughdelivered video image. The possibilities of passthroughalso changed the aesthetic-perceptual framework as itquickly became clear that visitors would have to wearand adapt to the Oculus Quest 2’s bulky form factor andclosed off environment throughout the performance.
But the use of these worn AR technologies withinAnimate raises also important phenomenologicalquestions as well, namely, how the sense of presence ofoneself and others is actually reconfigured throughtechnologies that allow full body experience. It must be

stated that the idea of one being able to confront a mixbetween the computer-generated world and the realone (albeit one brought by cameras as in passthrough)is an idea that dates back to computer graphicsresearcher Ivan Sutherland at the University of Utah in1968.
Sutherland is credited as one of the first to develop thetechnology (if not the concept) for the head mounteddisplay – what he famously termed “the ultimate display”in a 1965 visioning article. Yet, Sutherland’s descriptionof a “display connected to a digital computer” [that]gives us a chance to gain familiarity with concepts notrealizable in the physical world” ²¹ which sounds like thebasis for current virtual reality, is actually enlarged in afollow up technical paper in 1968 which describes theactual construction and workings of a 3D head mounteddisplay. Here, Sutherland gives already a sense of theQuest’s (and other) push towards integratingpassthrough technologies into the real environment.“Half-silvered mirrors in the prisms through which theuser looks allow him to see both the images from thecathode ray tubes and objects in the roomsimultaneously. Thus, displayed material can be madeeither to hang disembodied in space or to coincide withmaps, desk tops, walls, or the keys of a typewriter” ²².
At the same time, however, what is more interestingabout the introduction of passthrough technology is thatit also enables a paradigmatic shift in another area ofknowledge and consequently, experience (which is whywe term its effect both epistemological andphenomenological). Passthrough changes theunderstanding of one of the core foundations of VR-based research which is that of presence.
In fact, the introduction of consumer grade AR thatmixes the real and simulated together shift not only theuser’s experience of their own presence but also “theconditions in which human individuals interact with oneanother face to face from body to body” ²⁵ ” whatGoffman ¹² famously called co-presence. As key XRresearchers admit, while these technologies haveexisted for decades, “little is known about how socialinteractions are affected by the technology” ¹⁶ and howsocial interaction in turn shapes these systems. Part ofthis gap stems from the overarching focus in VR/ARresearch on an individual experience of “presence” as“outwardly ‘dislocated’ from its physical setting.”¹⁸, ⁷
It should also be clear that the move to worn ARprototyped by Sutherland in the 1960s and commerciallyavailable in 2021 is a marked contrast to earlierconceptions of presence in VR understood as the“virtual experience of being in an environment, even
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when one is physically situated in another.” ⁶, ²⁴ WhileAnimate’s focus was not specifically on researching howsuch co-present interaction is reimagined (and viceversa) through camera-based technologies likepassthrough, the experiential effects of beingembedded in the real environment while alsoexperiencing Sutherland’s vision of a “mathematicallygenerated wonderland” clearly constituted a necessaryexperiential context for the production.
II.Aesthetic Considerations

We have so far described some of the historical, artisticand sociological background of Animate. But the largerquestion looms of how all of these ideas actually playthemselves out in the trenches of practice? This sectionThus, focuses briefly on two of the principal image-based media that forms the basis of Animate during theapproximately seven-month production period, from lateNovember 2020 up until production in Germany inAugust 2021.
Alternative 3D Images in VR Land
The visual aspect of VR is often intertwined withhistorical theorization around cinema and as anextension of early immersive technologies such aspanorama screens. However, with new XR technologythe language borrowed from cinema [camera, frame,mise-en-scène, cut, montage, projection, screen] canonly take one so far.
This situation prompts a complete reconfiguration ofartistic and dramaturgical decision-making whensequencing elements of an XR work. Virtual objects areno longer elements to be ‘looked at’, but instead havethe potential to be investigated from all angles andvantage points. The salient attribute of thesetechnologies is their ability to render virtual spaces suchthat they perceptually feel ‘real’. Although the illusionistic3D space projected onto a flat surface remainstechnically ‘flat’ in XR, perceptually the virtual renderingof objects and the physical space in which those objectsare situated becomes integrated. As such, in the contextof XR, we could no longer rely on the accustomedconventions held by the cinematic language (perhapssuitable for 3D of VR work), as one must edit andconfigure images not only over time, but also overphysical space, while also being aware of how bodiesmight move through that time and space.

In the second act of Animate, the switch to passthroughAR immediately following a rope guided VR ‘journey’provided a direct perceptual contrast between theexperiential qualities of both XR modalities. During thisdizzying rope guided journey, the participants mustmeander through a foggy Tarkovsky-esque virtual trailwith distant hills and trees, listening to spatialized audiowhile losing their orientation in the physical space. Herewe planned to take a restrained approach to the image,rather than adhering to the cultural expectation of visualeffects overload, such as the case in many VR works.This scene transitions into an opening of thepassthrough image.
One realizes the sealed off, socially isolated quality ofVR when participants can suddenly see their bodies(rather than virtual avatars as is the case with manyother XR works), other participants, the realenvironment, and the performers. As such, developing adramaturgy that unfolds to accommodate both VR andAR technology—and not either/or—reveals theperceptual nuances of these technologies as held insuch striking temporal and dramaturgical contrast.
As previously stated, in the context of Animate, thepassthrough feature was deployed outside its intendedpractical use case of creating a guardian safetyboundary for a VR experience. Due to its practicalfunctionality, the passthrough image produces a lowresolution, grainy, black and white image. This image asincorporated into Animate suggested an early filmaesthetic, as well as the contrasted black and whiteimages of films from Antonioni or Tarkovsky. Indeed, atpoints in the work we lean into this aesthetic quality,adding simulated grain over virtual objects, so they feelvisually and perceptually integrated into thepassthrough image. In other instances, such as the initialreveal of the Tablelands environment, a highly saturatedvirtual space is presented—portraying a vivid full colourvirtuality at odds with a more subdued black and whitepassthrough reality. Meta’s recent release of the QuestPro headset comes with high-definition full colourpassthrough. We are currently experimenting with thetechnical and aesthetic affordances of this new headsetfor the upcoming performances of Animate in 2023. Thisspeaks to the technical and artistic adaptability that isrequired when working with such emergingtechnologies.
As the passthrough image appears in the last scene,both virtual and real rocks are revealed to be scatteredaround the physical space. As the narrative continues,these virtual rocks begin to move in a carefullychoreographed way– climaxing in an explosion and in aclustering and swarming pattern, as if they were birds or
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insects. The sites in which the performance has takenplace thus far were remodelled such that the virtualelements spatially could overlay the physicalarchitecture to real-world scale as seen through theheadset. These virtual models are hidden from thespectator’s vision, but remain in the software’s memoryto carry out physics calculations and render occlusion.Due to these virtual mapping techniques, the rockscollide with the physical environment, crashing intowalls, pillars, and the floor. Participants can extend theirhands and bodies and ‘touch’ these rocks, which in turncauses them to move as their physics are simulated inreal-time.
Interacting with Flying Rocks
As stated in Part 1, Animate ends with a spectacularscene in which audience members find themselves in afield of rocks, some virtual and some real. As the sceneprogresses, the simulated rocks begin floating, movingaround and seemingly gain consciousness as they chasethe actors and audience members. Any of these rockscan be interacted with by pushing them around usingthe hand tracking featured by each headset. However,with the aim to give these 3D objects more corporality,we focused on interaction between the rocks and theaudience.
Early live tests revealed that allowing hands to directlycollide with the rocks made it too easy to introduceenergy in the environment, as a simple slap couldeffortlessly send a massive rock flying to the other sideof the room. The adopted solution was instead toimplement a force field around each hand thatcontinuously pushes away rocks that get too close, withmore power the closer they get. This approachrestricted how much energy, and thus chaos, could beinjected into the system, limiting the amount of controlone has over the rocks and guaranteeing an agency tothe objects. As the scene progresses in intensity, therocks gain more energy, which makes it easier for themto ignore the attempts by the spectators to alter theircourse or shield themselves, denying them the drive todisrupt the harmonious choreography.
Since the artistic intent was to virtually drown theparticipants in boulders and pebbles, just like thecharacters in the story are swallowed by the earth, thenumber of virtual rocks totaled over 600 individualobjects. This made it impossible to perfectlysynchronize the rock’s state across a dozen headsetsover a WiFi network and thus demanded an alternativeprocedure. A way to combine interactable rocks, locallysolved physical simulation, and a behavior recurrentenough for a scripted show is to implement a flexible

system. Since all headsets were to be spatio-tem-porally aligned, they all could share the exact samebehavior, which instead of controlling the rocks directly,positioned their targets. Throughout the scene, thefloating objects were assigned different moving targetsthat serve to steer them on the stage since the rockswould be continuously pushed towards their target. Asthe targets’ behaviors are determined, the rocks couldthen flexibly and independently react to a spectator’sactions, synchronizing the state of each object andsolving simultaneous interaction over the network thusbecoming unnecessary.
Both measures undertaken ensured that even thoughthe state of the system on a microscopic scale woulddiffer for any spectator and performance, it would alsostay similar enough on a macroscopic scale to fulfillthree requirements: the audience members could feel asthough they are sharing the same environment; theactors could move and react around learned cues onstage; and the spatialized room-scale sound (whichwould eventually be synched to a 49 channel audiosystem) would stay consistent in time and space withthe current state of the virtual environment.

III. Production and
Transformation

In part 3 of this paper, we describe the final productionperiod of Animate, a relatively short time frame of 10days that took place in the actual location where thework was to be premiered: one part of the interior of avast, almost 100,000 square meter former factory thatmanufactured agricultural machines for the entire formerEast Germany.
Like many works involving the integration of newtechnological infrastructures, the technical production ofAnimate was beset with challenges. More specifically,the ontological nature of theater as a distinct time-based event which demands an integration of multipleelements poses a major challenge to the use oftechnologies like Meta’s VR headsets that have beenexplicitly designed and engineered for a different scaleof use: small spaces like living rooms. Here, we want tofocus on two specific issues that had major artisticimplications: (1) the difficulty of integrating liveperformers into passthrough-based AR; and (2) themismatch between an organizational workflow derivedfrom theater versus one derived from VR-ARdevelopment and production.
Live versus Virtual
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From the start of the Animate process, the core artisticconcept was to leverage the relations and tensionbetween live theater with performers and passthrough-based AR. This was to be conceptually accomplished bythe performers, who would be “live” actors essentially“acting out” in “dumbshow” format (conveying ameaning or message without speech through miming)core scenes while being accompanied by the overallspatialized musical/sonic/text/visual “score” accessedby audience members via the worn HMDs.
This concept in practice, however, proved to be asignificant challenge. First, due to the high cost of theprofessional (and in this case, well-known) actors whowere active in the German theater scene, the amount ofrehearsal time required to integrate these performerswas extremely short (5 days). Second, the complexity ofmixing 3D graphics into the real scenes by way ofpassthrough was grossly underestimated, particularlysince the actual performers were only integrated duringthe technical production period and not duringdevelopment in Canada.
Since the performers could not see what was going onin two crucial scenes (Scene 2, “Camping” and Scene 4,“Tablelands”) since they wore no HMDs themselves, itwas increasingly difficult for the actors to know wherevirtual objects in the space were located in relation toreal objects. More pointedly, 3D game engines ascreation and rendering environments for XR productionare WYSINWIG (What you see is NOT what you get). Inother words, what appears on the screen has little to dowith how such 3D objects are perceived when they areembedded into real environments via passthroughtechnology. This issue of not being able to see and hearentire scenes in Animate without wearing an HMDreached an almost comic proportion when thedramaturg/movement consultant who was supposed totake notes to aid the artistic director and the actors, wasunable to perform these duties since all of the HMDswere occupied for testing by the technical-design team.
A third and major difficulty arose in the extremely lowquality of the black and white passthrough video feed;an issue exacerbated by the harsh lighting conditions inthe industrial hall where the performance was to takeplace.
While the team tested passthrough technologiescontinually during the development process, the originalconcept was that there would be no scenes with humanperformers without accompanying 3D objects andbehavior of those objects (like the complex rock scene)acting alongside the human performers. The pressures

of production deadlines combined with the extremelatency of framerates with the Quest 2 led to thereduction of all heavy 3D graphics, thus transformingthe overall visual aesthetics of the two crucial sceneswith the actors. Indeed, watching highly trainedperformers miming a complex dramatic text through ablack and white and frequently distorting video feedusing an uncomfortable and awkward device proved tobe too much.
The Vitality Gap
While the above issues demonstrate that the integrationof live performers into passthrough XR is not trivial, amuch larger issue was present in the final productionperiod; one which led to a radical reorganization of theentire production twenty-four hours before the premierefor audiences and press. This core “show stopper”involved the inability of the technical team to makeneeded artistic changes in real time to virtualenvironments in Unity 3D, based on the direct real timeexperience of working with the actors.
Unlike the production process of VR applications likegames or already produced experiences such as film,the real time experience of making theater withperformers and machines is completely different, akinmore to improvisation than to the filmmaking or gamingproduction workflows that seem to be default for XRdevelopment. Live performance practice demands asophisticated attention to timing and rhythm, as well ashighly tuned dynamics in order to ensure that the flow ofaction reaches what the psychologist Daniel Stern called“vitality affects” – in which “physical action andtraceable mental operations" become "inherent in theact of [both physical and mental] movement” ²⁰. Vitalityaffects, which involve the dynamic flow of time throughthe expression of rhythms, pulses, changes of tempoand direction are experienced in the entanglementbetween human bodies and nonhuman objects andprocesses like light, sound and vibration outside of us.Such “forms of vitality” sweep us up into dynamicmoments of intensity.
Unfortunately, such forms of vitality were extremelydifficult to construct between the human performersand the workflow of XR production. In contrast to realtime audio-video processing environments, wheredevelopers and creators can make changes essentially“on the fly,” based on changing dynamics of performersand light, sound or image in the ever shifting context ofthe performance environment, the sheer amount of timerequired by the workflow of making changes in Unity 3Dand then uploading (“building”) those changes to thehardware-based Oculus Quest 2 (bordering on hours)
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made quick changes extremely time consuming andinefficient. This inability to rapidly change or eliminateelements or even scenes that did not work or whosetiming was aesthetically problematic in the heat ofrehearsal proved to be major hindrance to creating adynamic live event.
The Nature of (Dramatic) Change
It goes without saying that that Animate’s liveperformance context presented both a formidablechallenge as well as opportunity for thinking of thefurther development of XR as an aesthetic-social-technical domain of knowledge and experience. Indeed,the challenges that the performance context presentedwere indeed so formidable to the ultimate successfulartistic realization of the work that Salter undertookradical changes one day before the public premiere:completely eliminating two of the core scenes (Drivingand Camping/Dream) of the production that the teamhad worked months on and replacing these with a muchmore simplified concept involving the actorsdramatically reading the original short story to theaudience for the opening scene.
After this initial scene, in which the actors situnderneath the camping scenography originallydesigned for the integrated production betweenperformers and XR, the audience is brought by theactors into a second space: the enormous main part ofthe industrial hall. It is here that the media experiencepromised by Animate begins. After the ubiquitousonboarding sequence, where the audience receivesOculus Quests 2 and specially designed headphonesthat allow audio from outside to also be audible insidethe headphones, the actors collectively lead the smallaudience who are connected together with a ropethrough the space while the group experiences the VRpart of the performance: in the dramaturgy of the work,the experience of hiking to the top of the Tablelands.Lasting approximately seven minutes, the scene endswith the audience briefly inside a 360-film shot in theactual tablelands in Newfoundland; a landscape whichgradually fades, revealing the actual physicalenvironment of the industrial hall via video passthrough.
Finally, in the dramatic last scene, the audience isplunged into a full XR experience – essentially, theoriginal vision of Animate as a work focused on theaffective and bodily impact of climate transformation. Afield of detailed, 3D modelled rocks lie on the floorcourtesy of the passthrough-VR mix. As the sceneprogresses and the landscape becomes alive, the rocksslowly lift off the floor, accompanied by thundering,multi-channel audio in the physical room and in the

headsets. The actors begin to dance as blinding lightfrom the other side of the enormous space bursts intothe black and white video feed in the HMD, essentiallycausing a momentary white out for the audience. As theactors begin a kind of dans macabre, eventuallydisappearing from the scene, the assemblage of 3Drocks gathers speed, first assembling in a rotating balland then exploding across the physical-virtual space.The performance concludes with the long plannedEndzeitsturm (apocalyptic storm) of rocks, that spin in agravity-defying machine enabled choreography andconcludes by rushing through the industrial hall in amassive snake-like form, only to fall onto the transfixed(and sometimes escaping) audience members.
The radical artistic choice to edit, reduce or eliminatepainstakingly produced artistic material is notparticularly unusual but rather a standard artisticsurvival strategy. In the heat of practice, there is a clearsense of what works and a clear sense of what doesn’t.In Animate in particular, however, the massiverestructuring of the performance 24 hours before thepremiere not only enabled the performance to achievethe kinds of vitality affects necessary for its success: italso clarified added certain conceptional anddramaturgical structures that had been buried in theinitial concept but not well articulated, namely, thehistorical story of how different forms of media have andwill enable in the future different modes of storytelling.As Animate moves from live theatre to VR (itself an oldertechnology) to the futuristic promises and possibilities ofworn AR through the almost anachronistic quality ofblack and white video passthrough, the audienceexperiences a double move from one form of historicalmedia to another and from passive spectator to activeparticipant.

Conclusion

We have described the production process involved in anew attempt to integrate unproven XR technologies intothe complex dynamics of real time performance, framedby recent work in STS, the sociology of innovation andperformance theory on the social-technical imaginariesand futures that technology harnesses and the real-world challenges and practices that put these futuresinto a kind of situated, concrete knowledge andexperience.
What we have not have time to describe in this paper isthe audience reaction to the project as littleethnographic interview work was formally done giventhe already complex demands on the artistic and
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technical team. But perhaps a long citation from areview of the production in one of Germany’s majornewspapers, the Frankfurter Allgemeine Zeitung, givesone sense of the affective promise envisioned in thecomplex entanglement between technology andenvironment, past and future, imagination and reality.“This year, the Kunstfest Weimar is focusing on theutopias of the future and has included pieces that talkabout climate change, political polarization and newsocial systems. Animate" is the boldest one. In thisimmersive production, the latest generation of virtualreality glasses is used to tell a dystopian love story thatblossoms and then shatters in the midst of the climatecrisis. The text comes from Canadian author Kate Story.Laurie and Daniel, the main protagonists, are newlydivorced and come together in their loneliness. Both aretraumatized by past relationships and experiences. Theirhomeland has been destroyed by a climatic catastrophe.While the sound plays, the audience of only eight is ledthrough the hall on a rope in a one-hour time slot. Actorsecstatically tell the story and perform in harmony withdigital reality. While she balances on the stones andalways close to the abyss, he falls into a depressivetrance and despairs more and more. "I'm finished, we'refinished," he says in a sobbing voice. The industrial hallwith all its natural obstacles provides a surreal backdrop.In the VR part of the performance, the images blur, thechirping of birds turns into a booming bass sound, andboulders seem to be moving around. At that moment,the performance begins to fulfill its immersive promise.Now the rope is put down. The audience moves freely inthe space, following and dodging the whirling rocks –which are both there in the glasses and not there in thereal world. With their hands they try to fend off thedebris, which really works thanks to the latest VRtechnology. Salter’s piece, realized with technology fromMeta, gives a foretaste of theater ten years from now.”
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