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Abstract

Nowadays, NFTs are increasingly emerging into public view. It is necessary to considerNFT as a sustainable trading model for media arts with audience interaction as thesymbiosis community.
This article presents a design architecture of a Multimodal NFT with generative patternstriggered by sensors. By designing various 3D mesh attributes, such as eye patterns andfur colors of a robin bird, the authors generate a series of different NFT 3D artworks. Wealso demonstrate our experience with the generative system together with the rarityscoring model that could be used to evaluate the heterogeneity of NFT collections.
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Introduction

As new “digital titles (tokens) to property, either real orvirtual, stored on a blockchain” ¹², Non-Fungible Token(or NFT) influences various social aspects, such asfinancial markets and art collections, especially mediaart creation. We believe that apart from its commercialexploitation, NFT represents a new medium that givesartists a different way of thinking about the creativeprocess.
Multimodal interaction ³, i.e., “interaction with the virtualand physical environments through natural modes ofcommunication”, has been a widely accepted term inmedia art creation. It, however, seldom appears in theNFT artwork creation.
Computational Generative Art (CG-art) is defined as theart “produced by leaving a computer program to run byit-self” ². By manipulating the generative design process,various artists have produced different captivatinggenerative artworks over the years. In connection withNFT, new methods of displaying artworks have recentlyevolved, both online and offline, in addition to thecomputer screen and physical print presentations.
Guo et al. state “the art world will witness a new form ofart economy with the coming of Web 3.0 (themetaverse), benefiting from its augmented creativity andsophisticated marketplace.” ⁷. This article provides ashort review of Generative NFTs, multimodal dynamicNFTs, and physically mixed virtual NFTs with differentNFT rarity models. We then demonstrate our experimentNER, which creates a Multimodal Generative NFT withsensors and a rarity model.

Related Work

Multimodal Generative NFTs Commercial online NFTcollection platforms, such as OpenSea ¹⁵ and SuperRare²⁴, are usually non-customizable. Recent advances incomputational generative art have renewed interest ingenerative art in different materials ²⁷. Artists andresearchers have generated various 2D patterns. Forexample, Zhang and Yu develop a font generationsystem in the style of Kandinsky ²⁶. Others attempted tocreate 2D generating textures on 3D mesh, such as Wuand Huang’s artwork “Mimicry” ²⁵, which is a genetic-algorithm-based realtime system that creates virtualinsects within a real environment. These generativeartworks are not changed into NFT format due totechnical limitations. At the same time, a NFT artcollection platform, especially for generative art, called

ArtBlocks ²³ pushes the limits of generative art withblockchain technology. There are many interestinggenerative artworks on this website, especially in thecategory of curated collections.
Digital artist Pak built a generative NFT artwork “Merge”¹³ which returns a new mechanism with collectors.Merge obtains the number of each collector during the48-hour sale and generates dynamic on-chain NFTbased on the total mass number. The NFT visualbecomes bigger when collectors acquire more mass.This NFT artwork builds a new way that collectors canbe seen as an entangleable and competitive symbiosiscommunity. Refik Anadol studio used projection mappingon the facade of Casa Batllo ́ to model the dynamic NFTartwork “Living Architecture” ⁹ with weather sensor datacollected in realtime. This dynamic NFT renews andreinvigorates World Heritage building through AItechnology. Most NFT artworks containing physical andvirtual versions are highly relevant to commercialapplications, particularly brand marketing. For example,Nike, together with RTFKT, established a range of virtualsneakers and expanded into physical goods, such asclothing. Look Labs ¹⁰ uses near infrared spectroscopyto create a digital scent, and translate the scent intoNFT artworks, making it the world’s first digital fragrance¹⁷. 
NFT Rarity NFT rarity shows how rare a NFT item iscompared to the rest of the items from the samecollection, which in turn can represent how valuablesuch a collectible can be. When looking at a collectibleNFT item on Opensea, such as a CryptoPunk ⁶ , one cansee that the item has many traits, for example,accessories like an earring, a bandana, or a pipe. Sinceeach NFT item has multiple traits, several raritycalculating models exist to combine each trait’s rarityinto a single value per NFT item to rank and comparedifferent NFT items.
Mainstream rarity calculating tools that can calculateand compare NFTs, such as Rarity.Tools ²⁰ , offer fourmodels for users to calculate the rarity of NFTs: TraitRarity, Average Trait Rarity, Statistical Rarity, and RarityScore (see Figure 1). 
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Figure 1: Four rarity models ©Authors
Figure 2: Physical and Virtual Bird appearance ©AuthorsThe Trait Rarity model works by only comparing therarest trait of each NFT item. While it is a simple,straightforward model, this model’s weakness is alsoapparent. It does not consider the total number of traitsor other traits of the NFT item. As a result, this modelprovides an incomplete picture of the NFT item, ignoringother traits that may also be rare.

The Average Trait Rarity model ¹⁹ averages the rarity oftraits that exist on an NFT. This model adds up therarities of all traits and divides the result by the totalnumber of traits to obtain a score representing the entireNFT item. Although this model takes the overall rarity ofthe traits into account, it “dilutes” the rarity values ofthose traits that might be extremely rare.
The Statistical Rarity model multiplies the raritypercentages of all traits to calculate the overall rarity ofan NFT. However, this model does not measure theNFT’s rarity in the specified collection of the NFT. Ifthere are two two-trait NFT items, one with a rarest traitand a least rare trait, the other with two somewhat raretraits, then this model gives the latter a higher rarityvalue.
The Rarity Score model ¹⁸ is developed by the founder ofRarity.Tool. The model first takes the inverse of the raritypercentage of each trait as the rarity score of everysingle trait. Then the model adds up each rarity scorecalculated previously as the overall rarity score for theentire NFT item. This model not only considers all thetraits of a single NFT item, but also measures the NFT’srarity in the specified collection. We, therefore, use thismodel in our work to calculate the rarity score.

NER Creation Process

Our NFT creation, called NER (NFT-Enabled Robin) ,combines a real-world furry toy with a digitallygenerative 3D model (see Figure 2). 

The following subsections provide details of the designprocess: (1) Converting a physical bird into a virtual birdvia NFT. (2) Designing a virtual NFT trait and its raritymodel. (3) Dynamically generating cloth in response tothe change of mobile sensor data.
Physical and Virtual Birds with

NFC

Figure 3 shows the workflow for transforming a physicalbird to a virtual bird NFT. First, we store a physical NFCcard in a small bag on the back of each physical bird(see Figure 2). Then we enter different redemptioncodes into different NFC cards to ensure every code isunique and hard to replace. Second, NER collectors canobtain the redemption code by tapping their phoneswith an NFC card and entering our app to paste thecode (see the left image of Figure 4). Our serverreceives the signal from the user and directly detectsthe user’s internet status to ensure each redemptioncode to be redeemed only once. If the user’s phonedoes not connect to the internet, the NER app displays awarning (see the middle image of Figure 4). If the user’sphone is connected, the NER app shows a shaking egg(see the right image of Figure 4). Third, our serverchecks the status of each redemption code; if the codeis the 1st time redeemed, the NER app generates aunique virtual bird NFT; if the code is already redeemed,our app directly displays the existing NFT.
Virtual NFT trait design with a

rarity model
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Figure 3: Transformation workflow of physical bird and virtual birdwith NFC, Server and Phone ©Authors

Figure 4: Three types of user interface ©Authors

Figure 5: Virtual bird design with 6 traits ©Authors

A virtual NFT artwork can be divided into two parts: 3Dmesh rendering with a rarity model, and 2D patternsgenerated by Shader with multimodal sensors which willbe discussed in the next subsection. 

Our design architecture considers different parts ofvirtual traits from top down (See Figure 5).
• Hairstyle.• HairColor.• EyesPattern.• BeakColor.• FeetColor.• BackgroundColor.

Both the beak color and feet color have two variations.The one with a higher rarity among all the variationsholds the rarity percentage of 30%, and the other holdsthe rarity percentage of 70%. Hairstyles have threedifferent trait variations. Ranking from the raresthairstyle to the most common one, the percentages ofowning them are 15%, 30%, 55%, respectively. For thosetraits (hair color, eyes pattern, background color) withfour variations, we define their rarity percentages, fromlow to high, as 10%, 20%, 35%, 35%, respectively (SeeFigure 6). With these six traits, NER has 768 variations intotal. 
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Figure 6: NFT bird trait’s Variation, Rarity Percentage and Rarity Score©Authors
To illustrate how to apply the above Rarity Score Modelto calculate the rarity score for our NFT item, we choosea bird to represent the appearance (see the 4th imageof Figure 8). This bird has a hairstyle with the raritypercentage of 15%, a hair color with the raritypercentage of 10%, an eyes pattern with the raritypercentage of 35%, a beak color with the raritypercentage of 30%, a background color with the raritypercentage of 35%, and the feet color with the raritypercentage of 70%. The single rarity score of each traitcan be calculated by taking the inverse of that trait. Forexample, the single rarity score of its hairstyle is 1/15% ≈6.67. Using this method, 15% one may calculate theindividual trait scores of all the traits and sum the resultsup to obtain the total score of this NFT item:

Dynamically generating cloth

To generate the 2D cloth texture, we use multimodalsensors to obtain mobile self-tracking data to drive thegeneration.
As McLuhan stated in the book Understanding Media:The Extensions of Man ¹¹, the opinions of media are theextensions of human, and reflected in all aspects of lifein the digital era. Among different media, “mobiletechnologies have become an important part of our livesas they are capable of representing an extension of ourphysical selves” ⁸. Thus, we use the user’s mobile data torepresent part of his/her self-portrait ¹⁶ in the virtualworld.
To protect the privacy of our users, NER does not readand track personal data from their phones. Instead, itreceives four types of data that affect 4 parts of thegeneration. Figure 7 shows the four types of data (i.e.,three axes of gyroscope data and acceleration data) andthe corresponding four aspects of the generation (i.e.,the red, green, and blue channels of the visual patternand its change speed).
Specifically, we receive two primary data types from thephone: gyroscope and acceleration. The gyroscope datainfluences color, while acceleration data influences thetexture moving speed. More specifically, gyroscopes X,Y, and Z controls red, green, and blue colorsrespectively.
Figure 8 shows a series of generated results with rarityscores by different users.

Technical Implementation

The model of the NFT Bird is built with different piecesof 3D modeling software. The models of the bird and aseries of hairs are created in Zbrush and Maya is used to
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Figure 7: The mapping relationship between the sensor data andvisual elements generated by Shader ©Authors

modify and add UV maps to them. The fabric model iscreated using Marvelous Designer. After preparing themodel and UV maps for the NFT bird, we use SubstancePainter to paint a range of basic colors and applydifferent materials to the model. The model is then sentto Unity for the next stage of work: rendering andgeneration. In order to generate our Multimodal NFTwith different mobile sensors, we developed a mobileapplication in Unity that contains three phases ofoperations: (1) Redemption: users can enter theirredemption codes for generating the NFT. (2)Generation: users generate NFTs with their mobilesensors. (3) Saving: the user data of the generated NFTis stored for future review.
Redemption

In this phase, users must sign up and log in with theiremail addresses, and then enter a valid redemption code(see the left image of Figure 4) to ensure that the virtualNFTs generated are exclusively linked to their accounts.To verify whether a user has the chance to generate avirtual NFT, we produce 1000 unique redemption codesand store each of them in an NFC card placed in the bagof each physical NFT bird. A redemption code consistsof 10 characters, including digital numbers and bothuppercase and lowercase letters, with over 8×1017distinct combinations. We store all redemption codes onthe server and keep track of their states. Whenever aredemption code is used, its state is changed from’Unused’ to ’Redeemed’ to ensure that each redemptioncode can only be redeemed once to generate one virtualNFT bird. A used code is stored under the accountwhich has applied the redemption so that the specificaccount can review the NFT generated with the code.

Generation

The generation phase begins right after the user entersa valid and unused redemption code in the RedemptionPhase. In this phase, NER first lets users personalize the

shader for the cloth of the virtual NFT birds, and thenrandomly decides the traits for the user according to therarity percentage of the traits.
Shader Personalization
The shader we use for the cloth of the virtual NFT isinspired by a shader ”70s Melt” ¹ written in OpenGLShading Language (GLSL) in an online shadercommunity, Shadertoy ²¹ . Based on GLSL, we developour shader in High-Level Shader Language (HLSL)acceptable by Unity. We add to this shader fourproperties, that can be set by the data gathered fromthe sensors. The first three properties drive thepersonalization of the color, determining how much red,green, and blue are applied in the shader, respectively.The last property controls how fast the pattern on theshader changes. We use the gyroscope sensor to setthe first three properties related to the color. Agyroscope sensor can measure the angular velocity ofthe device. As shown in Figure 9, we define the axisparallel to the long side of the phone screen as the x-axis, the axis parallel to the short side of the screen asthe y-axis, and the axis perpendicular to the screen asthe z-axis. The device rotation around the x, y, z-axisdetermines the amount of red, green, and blue of theshader respectively. For the last property related to themoving and changing speed of the pattern, we use theaccelerometer sensor to control its value. The speed ispositively related to the magnitude value of theacceleration. The faster the device moves, the biggerthe value is. To let users personalize the shader withtheir mobile sensors, our instructions in the GenerationPhase (see the right image of Figure 4) tell users toshake their phones for two seconds to allow sensors togather data. 
Trait Generation
After the user has personalized the cloth, NER randomlydetermines what trait variations the NFT has based onthe trait rarity percentage. For example, the trait raritypercentage of the hairstyle of the NFT in Figure 5 is 15%.If the system randomly generates a floating-pointnumber from 0 to 1, only a value between 0 to 0.15determines that the NFT can have this hairstyle. Othervalues correspond to other hairstyle variations.
Saving
The Saving Phase starts once the generation of the NFTis done. In this phase, all data related to the shaderproperties and the trait generation from the previousphase is written in a JSON file and stored on the serverin the logged-in account. If the user of this accountenters an already redeemed code again in the
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Figure 8: Samples of NER (NFT-Enabled Robin) generated bydifferent users with rarity scores ©Authors

Figure 9: The mapping relationship between the gyroscope’s axesand the phone ©Authors

Redemption Phase, all the stored data is fetched todirectly display the generated NFT to the user, skippingthe Generation Phase.
Conclusions and Future Work

First, the article reviews existing Multimodal GenerativeNFTs artworks and existing NFT Rarity models.
Next, we present a design architecture for creating aphysical-virtual Multimodal NFT with generative patternsand rarity scores, called NER (NFT-Enabled Robin). Itcontains
– Transformation methods from a physical furry toy tovirtual NFT generation with an NFC card;– A 3D Virtual NFT system with different traits and rarityscores;– Dynamic 2D patterns on a 3D mesh that changes inresponse to mobile sensor data.
Our NER is able to collect all traits and sensor data.These data can be sent to the NFT platform in real timeto use We-bGL to convert existing data into theblockchain. 

Future Work

In the future, we plan to establish a NER NFT collectorcommunity as a symbiosis ecosystem. The vitality andlongevity of NFT artworks are highly related to their owncommunity of collectors. Good NFT communities usuallycontain users’ spontaneous secondary creations, likeCryptoKitties ⁵ and SpaceDAO ²². We may organizeoffline human-computer interactive workshops to letNER collectors bring their physical birds withaccessories and enable them to build differentaccessories and animations online.

We also wish to record the virtual birds generated byusers and send them to a metaverse platform as uniquedigital assets to maintain users’ emotional connection.
As mentioned earlier, the first version of NER has 768variations. This is because it is convenient for thefactory to make the physical bird toys and morecontrolled distribution for first-time NFT collectors. Weexpect the later version of NER to increase the numberof traits and the number of physical birds.
The authors believe that “NFTs can be integrated withphysical assets, properties, securities and insurance,thereby promoting diversified applications in artmarkets” ⁷. Generative art and AI art, such as ChatGPT ⁴and Midjourney ¹⁴, will play a significant role in futureNFTs and their visual aesthetics and artistic values willbe continuously improving. More details of our work canbe viewed in the supplementary video at https://we.tl/t-x2G7ksWbDJ, that demonstrates to a clear method ofcreativity to our collectors and inspire other creators. 
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